
Evaluating Engaging Clarification
Questions in Information Retrieval

A thesis submitted in fulfilment of the requirements for the

degree of Doctor of Philosophy

Leila Tavakoli
MSc in Software Engineering, University of Tehran, Iran

Bsc in Software Engineering, IAUSTB, Iran

School of Computing Technologies
College of Science, Technology, Engineering and Maths

RMIT University
Australia

August 2023



ii



Declaration

I certify that except where due acknowledgement has been made, this research is that of the
author alone; the content of this research submission is the result of work which has been
carried out since the official commencement date of the approved research program; any
editorial work, paid or unpaid, carried out by a third party is acknowledged; and, ethics
procedures and guidelines have been followed.

In addition, I certify that this submission contains no material previously submitted
for award of any qualification at any other university or institution, unless approved for a
joint-award with another institution, and acknowledge that no part of this work will, in the
future, be used in a submission in my name, for any other qualification in any university or
other tertiary institution without the prior approval of the University, and where applicable,
any partner institution responsible for the joint-award of this degree.

I acknowledge that copyright of any published works contained within this thesis resides
with the copyright holder(s) of those works.

I give permission for the digital version of my research submission to be made available
on the web, via the University’s digital research repository, unless permission has been
granted by the University to restrict access for a period of time.

I acknowledge the support I have received for my research through the provision of an
Australian Government Research Training Program Scholarship.

Leila Tavakoli
MSc in Software Engineering, University of Tehran, Iran

Bsc in Software Engineering, IAUSTB, Iran
02 August 2023

iii



"To my parents and loving husband, whose endless love, encouragement, and belief in
me have fueled my pursuit of knowledge and helped me overcome every obstacle along the
way."

iv



Acknowledgements

Undertaking a PhD during the unprecedented times of the Covid-19 pandemic presented
an extraordinary set of challenges and uncertainties that shaped every aspect of my journey.
Throughout this challenging period, I have been fortunate to receive invaluable support
and encouragement from a multitude of individuals who played integral roles in guiding
me towards the successful completion of my research. As I reflect upon this transformative
experience, I am profoundly grateful to all those who stood by me, offering their support,
wisdom, and understanding.

Foremost, I wish to convey my utmost appreciation to my supervisors, Professor Mark
Sanderson, Professor Falk Scholer, Doctor Hamed Zamani, Doctor Johanne Trippas, and
Professor Bruce Croft, whose invaluable guidance, profound comprehension, constant
encouragement, and assistance made this endeavour a reality. Without their presence, none
of this work would have been feasible.

Mark, your support and mentorship have been instrumental in shaping my professional
and personal development throughout this journey. Since our initial correspondence in
2018, your invaluable guidance, insightful advice, and exemplary conduct as a mentor have
far exceeded my expectations. Beyond the realm of research, you have imparted valuable
lessons, teaching me the importance of embracing diverse perspectives and approaching
challenges from multiple angles. It is through your mentorship that I have grown not only
as a researcher but also as an individual.

Falk, I was fortunate to have had you as my supervisor throughout these past four years.
Your insights, valuable feedback, and constructive criticism have been pivotal in shaping
and refining my ideas, significantly deepening my comprehension of various facets of my
field of study.

Hamed, I am grateful for the privilege of having you as my supervisor. Your friendly and
compassionate support has shaped the quality of my work. Whenever faced with daunting
research challenges, your guidance and input have instilled in me a sense of confidence and
assurance that they were indeed conquerable.

I hold the appreciation for the support provided by Johanne. Your feedback and support
throughout the final year of my PhD have been truly invaluable. I am sincerely grateful for
your continuous availability and dedication to adding value to my research.

I also consider myself incredibly fortunate to have had the privilege of being mentored

v



by Professor Bruce Croft as my supervisor.
I appreciate Dr Damiano Spina, who served as the examiner for all three milestones

of my work. Your knowledge and thought-provoking questions during our weekly group
meetings (CHIRE) and milestone sessions have consistently broadened my horizons.

Being a member of the CIDDA Human Information REtrieval (CHIRE) has been an
extraordinary experience that has greatly enriched my journey. I am deeply grateful to Prof.
Mark for providing me with the opportunity to serve as the organiser of these meetings.
Additionally, I would like to express my appreciation to all the members for their support.
Marwah, Nuha, Oleg, and Sachin, I am truly grateful for your friendship and support
throughout this endeavour.

I am grateful to Professor Zahir Tari and Professor Zhifeng Bao for extending the
invitation to serve as the HDR representative of the IR group during the second year of my
PhD journey, which coincided with the challenging period of the Covid-19 pandemic.

I am appreciative of the help and support I received from A/Professor Jeffery Chan,
who was the panel chair in my milestones and the Higher Degrees by Research Manager of
our discipline during the course of my PhD.

I would like to extend my deepest gratitude to my beloved husband, Amir, for the
unwavering love, support, and understanding he has shown me throughout my entire PhD
journey. Your presence as someone who has gone through this very journey has been
invaluable. Thank you for being my rock, my confidant, and my biggest cheerleader. Your
love and your support have made all the difference in my journey, and I am forever grateful
for your presence in my life.

I would like to seize this opportunity to convey my sincerest appreciation to my parents
for their constant backing, affection, and motivation during both my PhD endeavour and
my lifelong pursuit of education. Dad, from the very beginning, you instilled in me a thirst
for knowledge, nurturing my curiosity and guiding me towards intellectual growth. Mom,
your sacrifices have allowed me to pursue my dreams, and I am forever grateful for the
countless opportunities you have provided. Words cannot adequately express the depth
of my appreciation for the immeasurable impact you have had on my life and academic
journey. Thank you, Mom and Dad, for being my pillars of strength, my role models, and
my unwavering support system.

I would like to express my heartfelt gratitude to my brother, Mohammad, who has been
a true friend throughout my PhD journey and every step of my life and academic pursuits.

I would like to extend my heartfelt appreciation to my beloved Mother-in-law, Ferdows,
and my dear sisters, Nadia and Delara, for their support throughout these years. A special
word of gratitude goes to my dear sisters-in-law, Sarvenaz and Ayda, and also my brothers-
in-law, Reza, Shahin, and Aidin. Having you as part of my family has been a blessing, and
I consider myself incredibly fortunate to have you all in my life.

Lastly, I want to express my eternal gratitude to my niece, Rose, and my nephews, Ario
and Leo. Your laughter, innocence, and love have provided a source of inspiration and
motivation, reminding me to find joy in the smallest moments.

vi



Contents

Declaration iii

Acknowledgements vi

List of Figures xi

List of Tables xiii

Abstract 1

1 Introduction 5
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2 Background 15
2.1 Human-generated Clarification Questions . . . . . . . . . . . . . . . . . 16
2.2 Clarification Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2.1 Clarification Selection Models . . . . . . . . . . . . . . . . . . . 17
2.2.2 Clarification Generation Models . . . . . . . . . . . . . . . . . . 19

2.3 Clarification Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.1 CQA Clarification Datasets . . . . . . . . . . . . . . . . . . . . 22
2.3.2 Search Clarification Datasets . . . . . . . . . . . . . . . . . . . . 22

2.4 Online and Offline Evaluation in Information Retrieval . . . . . . . . . . 24

3 Useful Clarification Questions in Community Question Answering Forums 29
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.2.1 Identifying Potential Clarifications . . . . . . . . . . . . . . . . . 32
3.2.2 Annotation and Data Sampling . . . . . . . . . . . . . . . . . . . 33

3.3 Results and Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

vii



CONTENTS

3.3.1 User Engagement and Clarification . . . . . . . . . . . . . . . . 39
3.3.2 Useful Clarifications . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3.3 Clarification Types and Patterns . . . . . . . . . . . . . . . . . . 44

3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4 Asking Engaging Clarification Question in Search Engines: Task Formulation
and Limitations 53
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.2.1 Task Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2.2 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . 58
4.2.3 Discussion: Limitations of Existing Resources . . . . . . . . . . 64

4.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

5 Introducing MIMICS-Duo: A Dataset for Online and Offline Evaluation of
Search Clarification 67
5.1 Data Sampling from MIMICS-ClickExplore . . . . . . . . . . . . . . . . 68
5.2 Task Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.3 Pilot Tasks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.4 Quality Assurance and Attention Measures . . . . . . . . . . . . . . . . . 72
5.5 Crowd-sourcing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.6 AMT Workers’ Feedback . . . . . . . . . . . . . . . . . . . . . . . . . . 73

5.6.1 MIMICS-Duo Dataset Analysis . . . . . . . . . . . . . . . . . . 74
5.7 Research Enabled by MIMICS-Duo . . . . . . . . . . . . . . . . . . . . 76
5.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

6 Online and Offline Evaluation in Search Clarification 81
6.1 Introduction: Current Practice and Knowledge Gap . . . . . . . . . . . . 82
6.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

6.2.1 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.2.2 Experimental Design . . . . . . . . . . . . . . . . . . . . . . . . 86
6.2.3 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.2.4 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . 89

6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.3.1 Overall Practice in Designing Online and Offline Evaluations in

Search Clarification . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.3.2 Impact of Query Length on the Relationship Between Online and

Offline Evaluations . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.3.3 Impact of Uncertainty on the Relationship Between Online and

Offline Evaluations . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.3.4 The Most vs. the Least Engaging Panes . . . . . . . . . . . . . . 98
6.3.5 Manual Clarification Pane Inspection . . . . . . . . . . . . . . . 99

6.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

viii



CONTENTS

7 Understanding Modality Preferences in Clarification Questions 105
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
7.2 Experimental Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
7.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.4 Discussion and Summary . . . . . . . . . . . . . . . . . . . . . . . . . . 115

8 Conclusions and Future Work 117
8.1 Thesis Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
8.2 Discussion and Summary . . . . . . . . . . . . . . . . . . . . . . . . . . 120
8.3 Future Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

Bibliography 125

Appendix A Instructions and Examples of Crowd-sourcing Tasks 141

Appendix B Publications 165

Appendix C Ethics Approval Letter 167

ix



CONTENTS

x



List of Figures

3.1 A question posted on Stack Exchange. (Asker: who posted the initial
question, Responder: another user provided the answer, Accepted Answer:
an answer among all provided answers by other users that were chosen by
the Askers.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.2 The flow of study of the study in this chapter. . . . . . . . . . . . . . . . 31
3.3 Clarification receiving an informative answer. . . . . . . . . . . . . . . . 34
3.4 Clarification receiving an uninformative answer. . . . . . . . . . . . . . . 35
3.5 A useless answer due to a misunderstanding. . . . . . . . . . . . . . . . . 36
3.6 A clarification asked to eliminate ambiguity. . . . . . . . . . . . . . . . . 37
3.7 A non-valuable clarification question. . . . . . . . . . . . . . . . . . . . 37
3.8 A clarification that enhances the accepted answer. . . . . . . . . . . . . . 38
3.9 Percentage of posts with an accepted answer, grouped by Answerer. . . . 39
3.10 Number of posts with an accepted answer grouped by the % of questions

answered by the Asker. . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.11 Fraction of answered clarifications per question in the Quantitative Finance

site. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.12 Fraction of answered clarifications per question in English Language site. 41
3.13 Fraction of answered clarifications per question in Science Fiction site. . . 41
3.14 Characteristics of clarification questions answered either by the Asker or a

Responder. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.15 Distribution of clarifications by type. . . . . . . . . . . . . . . . . . . . . 45
3.16 The probability of a clarification question that has a certain type, given that

the clarification question is answered by the Asker. . . . . . . . . . . . . 46
3.17 The probability of a clarification question being answered by the Asker,

given a particular clarification question type. . . . . . . . . . . . . . . . . 46
3.18 The probability of a post having a particular clarification question type,

given that the post has an accepted answer. . . . . . . . . . . . . . . . . . 47
3.19 The probability of a post having an accepted answer, given the presence of

a clarification question of a specific type. . . . . . . . . . . . . . . . . . . 47
3.20 Popular clarification patterns grouped by type. . . . . . . . . . . . . . . . 49

xi



LIST OF FIGURES

3.21 The top ten and bottom ten patterns by point-wise KL-Divergence, (P(x)) is
popularity distributions of the patterns of the useful clarification questions
and (Q(x)) is popularity distributions of the non-useful clarification questions. 49

4.1 Example of query and clarification pane (i.e., A clarification question plus
candidate answers). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.2 Performance of LTR models after mapping the Engagement Level consid-
ering the related search- and video-based features. . . . . . . . . . . . . . 61

4.3 Performance of LTR models after mapping the Engagement Level without
considering the related search- and video-based features. . . . . . . . . . 62

5.1 An overview of the three steps of the data collection. . . . . . . . . . . . 69
5.2 Quality Label vs. Engagement Level. . . . . . . . . . . . . . . . . . . . . 76
5.3 Mean values of different aspect labels for clarification panes with various

overall quality. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

6.1 Two examples of clarification pane rank lists based on the Engagement
Level and Coverage labels for a query. . . . . . . . . . . . . . . . . . . . 86

6.2 The prompt template used to feed the GPT model. . . . . . . . . . . . . . 88
6.3 Variations of Overall Quality (OQ), Coverage (Cov), Diversity (Div) and

the number of candidate answers (# Ans) in the MECPs when compared
to the LECPs. (§: means the percentage of the MECPs that have higher
Overall Quality than the LECPs is significantly different, Student’s t-test,
p<0.05). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

7.1 An example of Task II (T vs. MM). . . . . . . . . . . . . . . . . . . . . . 109
7.2 Questionnaire template. . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

xii



List of Tables

3.1 The analysed sites of Stack Exchange. . . . . . . . . . . . . . . . . . . . 32
3.2 Sample Size (Number of investigated Potential clarification question). . . 38
3.3 Who answers clarification questions. . . . . . . . . . . . . . . . . . . . . 39
3.4 Percentage of Actual Clarification Questions. . . . . . . . . . . . . . . . 42

4.1 Statistics of the datasets. . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2 LTR Features and Feeding Inputs. . . . . . . . . . . . . . . . . . . . . . 58
4.3 Performance of LTR models based on P@1, trained and tested on MIMICS-

ClickExplore. The ground truth is the ranked lists based on the Engagement
Level. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.4 Performance of LTR models based on P@1, trained and tested on MIMICS-
Manual. The ground truth is the ranked lists based on the Overall Quality
label. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.5 Performance of LTR models based on P@1, trained and tested on MIMICS-
ClickExplore, without considering the related search- and video-based
features. The ground truth is the ranked lists created using the Engagement
Level. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.6 Performance of LTR models based on P@1, trained and tested on MIMICS-
Manual, without considering the related search- and video-based features.
The ground truth is the ranked lists created using the Overall Quality label. 61

4.7 Performance of LTR models trained on MIMICS-ClickExplore. (Signifi-
cance test results are explained in the text.) . . . . . . . . . . . . . . . . . 63

4.8 Performance of LTR models trained on MIMICS-Manual. (Significance
test results are explained in the text.) . . . . . . . . . . . . . . . . . . . . 64

4.9 The top 10 features with the highest weight learned by RankBoost from
MIMICS-ClickExplore and MIMICS-Manual. . . . . . . . . . . . . . . . 64

5.1 Statistics of MIMICS-Duo dataset. . . . . . . . . . . . . . . . . . . . . . 68
5.2 Distribution of the quality label of clarification panes and their candidate

answers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.3 Distribution of the characteristics label of clarification panes. . . . . . . . 77

xiii



LIST OF TABLES

5.4 Correlations between online and offline measures.(Cov, Div, Und, IO, OQ,
EL, OR and #Ans. stand for Coverage, Diversity, Understandability, Impor-
tance Order, Engagement Level, Offline Rating and Number of Candidate
Answers, respectively.) . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

6.1 Relationships between the ranked lists of clarification panes created by the
Engagement Level and created by offline labels. . . . . . . . . . . . . . . 92

6.2 Evaluation of three GPT-3.5 configurations across varying temperature
settings and five LTR models, utilising offline labels to generate ranked
lists of clarifications. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

6.3 Impact of the query length on relationships between the ranked lists of
clarifications created by the Engagement Level and created by offline labels.
(Short Query: 126 queries with 415 query-clarification pairs; Long Query:
180 queries with 619 query-clarification pairs.) . . . . . . . . . . . . . . 96

6.4 Impact of the Impression Level on relationships between the ranked lists of
clarifications created by the Engagement Level and created by offline labels. 97

6.5 Impact of the Impression Level on the performance of three GPT-3.5 con-
figurations across varying temperature settings.) . . . . . . . . . . . . . . 98

6.6 Examples queries and their most and least engaging clarification panes. . 100
6.7 Examples queries with online and offline labels. . . . . . . . . . . . . . . 100

7.1 Pairwise preference for clarification modality (%) . . . . . . . . . . . . . 112
7.2 Motivations behind user preference (%). . . . . . . . . . . . . . . . . . . 113
7.3 Comparison of human-collected and computer-generated search clarifica-

tion question images. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

xiv



Abstract

Information-seeking systems for natural language questions often encounter a range of
grammatically complex queries presented in unpredictable ways. Users often need to
rephrase their questions in order to obtain a satisfactory answer, which can be both demand-
ing and time-consuming. One solution to this challenge involves prompting clarification
questions when a query is intricate or ambiguous. It is widely acknowledged that if a search
system can ask clarification questions to better understand the user’s intention, the chances
of retrieving a satisfactory answer are higher. While clarification plays a vital role in conver-
sational and interactive information-seeking systems, previous studies have indicated that
users are not easily engaged with these clarification questions despite their positive impact.
To improve the performance of such models, it is crucial to employ evaluation methods that
take into account user behaviour and the characteristics of engaging clarification questions.

Currently, there is limited understanding of clarification questions from a user’s per-
spective, particularly what makes a clarification question engaging. This understanding
is crucial since a clarification question is only valuable when the user actively engages
with it. To address these knowledge gaps, we conduct a series of experiments to analyse
user behaviour when interacting with clarifications on various information-seeking sys-
tem platforms. Our initial analysis focuses on human-generated clarification questions to
gain insights into how they are employed to disambiguate queries and better understand
information needs. By identifying the most useful clarification questions, we analyse their
characteristics in terms of types and patterns, comparing them with non-useful clarifica-
tions. Our analysis reveals that the most useful clarification questions exhibit consistent
patterns across different topics.

Next, we expand our study to clarification questions in search engines by examining the
MIMICS dataset, the only available dataset containing real search clarifications, including

1
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information about user engagement and the quality of clarification questions. This research
phase aims to investigate the task of identifying the most engaging clarification question
from multiple clarifications generated for a given query in a search engine. In cases where
multiple clarification questions are available, we frame this task as a learning-to-rank (LTR)
problem, utilising various information such as the query itself, clarification questions,
candidate answers, and search engine results page (SERP) information. Furthermore, we
demonstrate the scarcity of query-clarification pairs with both online and offline evaluations
in the dataset, which impedes drawing robust conclusions regarding the impact of online and
offline evaluations on search clarification and identifying the most engaging clarification
panes from a user’s perspective. Our experiments unveil the limitations of the MIMICS
dataset in search clarification, motivating us to introduce a new search clarification dataset
called MIMICS-Duo in the subsequent phase.

Building upon the MIMICS, MIMICS-Duo facilitates multi-dimensional evaluation of
search clarification. This dataset encompasses 306 search queries accompanied by multiple
clarifications, fine-grained annotations on clarification questions (including quality and
aspect labels) and offline ratings. Using the MIMICS-Duo dataset, we explore further
the task of identifying the most engaging clarification question for a given query and
extensively investigate the relationship between online and offline evaluations, an area that
has been largely unexplored in the existing literature. In contrast to the prevailing belief
that offline evaluations are inadequate for supporting online evaluations, we observe that
offline evaluations align with online evaluations when it comes to identifying the most
engaging clarification question among multiple clarifications generated for a given query.
We further investigate the impact of the query length and the low uncertainty in the online
evaluation on the relationship between offline and online evaluations.

In addition, we explore the impact of human labelling on improving the performance of
Large Language and LTR models in identifying the most engaging clarification questions
from the user’s point of view. This is achieved by incorporating offline evaluations as input
features. We show that LTR models do not outperform individual offline labels. However,
GPT stands out as the top performer, surpassing all Learning-to-Rank models and offline
labels.

Finally, we explore how recent advancements in technology in terms of implementing
different modalities in search clarification can enhance user engagement with the clarifica-
tion questions. Multi-modal clarification approach involves incorporating multiple media
types, such as text and image, to refine and enhance search results. We investigate user
preferences regarding the modality of clarification and demonstrate that, in most cases,
users prefer multi-modal clarifications over those using only one modality. Additionally,
we explore the task of automatically generating corresponding images and show that text-

2
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to-image generation systems like Stable Diffusion can be utilised to generate multi-modal
clarification questions.

In conclusion, this research focuses on understanding what makes a clarification question
engaging from a user’s perspective, emphasising the need for user engagement to derive
value from these questions. Overall, these findings contribute to the advancement of
information-seeking systems and provide insights into user behaviour and the characteristics
of engaging clarification questions.

Keywords: Clarification Question, Community Question Answering, Conversational
Information Seeking, Asynchronous Conversation, Ranking Clarification Question, Multi-
Modal Clarification Question, Learning-to-Rank, Large Language Model, Text-to-Image
Model, Clarification Dataset
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Chapter 1

Introduction

Search engines employ complex algorithms to provide appropriate results based on a
given query. However, the queries themselves can be unclear, disorganised, and filled with
irrelevant information, posing a challenge for computers to accurately interpret the intended
significance. While search engines have improved over time, users may still need to scan
multiple result pages or reformulate their queries to find the information they need. To
address this challenge, one approach is to ask clarification questions (CQs) to clarify user
information needs. Recent studies have shown that this approach can provide functional and
emotional benefits for users [122]. Clarification questions are particularly useful in limited
bandwidth interfaces, such as small-screen devices and speech-only conversational agents.
However, it is important to balance the benefits of CQs with the risk of frustrating the user
by asking too many or unsatisfactory questions, which can harm the success of the search
system. The literature has discussed the advantages of implementing CQs in various fields,
including dialogue systems [57, 32, 6], community question answering [14, 89, 62, 104],
conversational search systems [4, 122, 32, 132], and speech recognition [100].

Understanding how people interact in information-seeking systems is crucial for enhanc-
ing confidence in retrieved information [4] and developing successful information-seeking
systems [82]. In fact, it is considered one of the final goals of information retrieval [83].
The generating and asking of CQs have been an area of interest for several years, with
initial works conducted by van Beek et al. in 1993 [109] and followed by Moldovan and
Harabagiu [77], Voorhees [110], and De Boni and Manandhar [29] for open-domain ques-
tion answering systems. However, users are often reluctant to engage with CQs, and there
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is a lack of understanding of what makes a clarification engaging from a user’s perspective.
To improve the performance of information-seeking systems by generating and selecting
CQs that are likely to engage the users more proactively, we investigate CQs from various
perspectives.

1.1 Motivation
Clarification is the process of clarifying and refining the user’s search intent to produce
more relevant results. While clarification has become a core component of information-
seeking systems [128], previous research has shown that even though CQs receive positive
engagement, users are not easily engaged with them [126, 124]. Despite increased attention
to search clarification [14, 88, 4, 57], there needs to be more research into enhancing user
interaction with CQs. A lack of knowledge on what makes a clarification helpful and
engaging from a user’s perspective motivates us to study CQs in the context of two different
information-seeking systems, including search engines and community question-answering
(CQA) forums. This research aims to shed light on how users perceive and interact with
clarifications in different contexts and to provide valuable insights into the effectiveness of
CQs in both traditional information retrieval platforms and community-driven knowledge-
sharing environments. Understanding what factors contribute to a clarification being
helpful and engaging will have practical implications for the design and implementation
of information-seeking systems. It could lead to the development of more effective and
user-friendly CQ strategies, which in turn can improve search accuracy and user satisfaction
with search results.

Evaluating the effectiveness of CQs is essential to understand their impact on user
search experiences. Two primary evaluation methods are commonly used: manual human
judgements (offline evaluations) and actual user interaction data such as click-through rate
(CTR) analysis (online evaluations). However, there is an ongoing debate in the literature
regarding the consistency between online and offline evaluations in assessing retrieval
quality [27, 33, 38, 94]. Previous research has shown that online and offline assessments
can lead to different results in the context of information retrieval quality. This divergence
is attributed to various factors, including user behaviour, system biases, and experimental
settings. Despite this existing body of work, it remains uncertain to what extent this
divergence applies specifically to the evaluation of search clarification. The uncertainty
surrounding the consistency between online and offline evaluations in the context of search
clarification creates a significant gap in our understanding. Addressing this gap is crucial
for several reasons:

• Validity of Evaluation Metrics: Understanding whether online and offline evaluations
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align or diverge in the context of CQs is essential to validate the evaluation metrics
used to assess retrieval quality. This knowledge is fundamental for researchers and
developers who rely on evaluation methods to make informed decisions about the
effectiveness of their CQ strategies.

• Optimising Search Systems: Identifying the factors contributing to the divergence
between online and offline evaluations of CQs can provide valuable insights into
the strengths and limitations of each evaluation approach. This knowledge can be
leveraged to optimise information-seeking systems for better search performance and
user satisfaction.

• User-Centric Design: By uncovering the discrepancies between online and offline
evaluations, researchers can gain a deeper understanding of how users interact with
CQs in real-world scenarios. This knowledge can inform user-centric design princi-
ples, allowing for the creation of more user-friendly CQ mechanisms.

• Advancement of Information Retrieval Research: Addressing the controversy sur-
rounding online and offline evaluations in the context of search clarification can
contribute to the broader field of information retrieval research. It can lead to method-
ological improvements and better align evaluation practices with real-world user
needs and behaviours.

This research aims to resolve the uncertainty regarding the consistency between online
and offline evaluations of CQs in information retrieval. However, effective evaluation of
search clarification methods requires suitable resources that reflect the diverse aspects of
user interactions and system performance. Currently, the available search clarification
datasets have limitations in capturing the full spectrum of evaluation dimensions. These
datasets are either based on user interaction signals, such as click-through rate (CTR),
obtained from online sources [125] or created through a manual annotation process (offline
dataset) [4]. Both types of datasets have inherent drawbacks that hinder a comprehensive
evaluation of search clarification methods:

• Insufficiency of Online Datasets: Online datasets derived from user interaction
signals provide valuable insights into real-world user behaviour. However, they
often lack the diversity needed for a thorough evaluation. Since these datasets are
generated from actual user interactions, they might be influenced by the current
system’s limitations or biases. Consequently, they may not adequately cover various
scenarios and user intentions, limiting their effectiveness in evaluating the robustness
and generalisability of search clarification models.
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• Limitations of Offline Datasets: On the other hand, offline datasets created through
manual annotation processes are valuable for controlled experiments and benchmark-
ing purposes. However, they may not fully capture the complexities of real-world user
interactions, making it challenging to assess the practical utility of search clarification
methods in actual information-seeking systems. Moreover, the manual annotation
process itself can introduce subjectivity and biases, potentially affecting the reliability
of the evaluations.

• Deployment Pipeline Challenges: The deployment of clarification models in infor-
mation retrieval systems involves a pipeline that combines offline evaluation with
manual annotations and online evaluation through A/B testing based on real user
interactions. The shortcomings of the available datasets create a barrier in this de-
ployment pipeline. Without comprehensive datasets that encompass a wide range of
user intents and interactions, it becomes challenging to effectively assess the efficacy
and impact of CQs in real-world settings.

A multi-dimensional evaluation, combining both online and offline evaluation ap-
proaches, is essential to gain a comprehensive understanding of how CQs perform across
various scenarios and user contexts. By conducting research to develop more diverse
and representative datasets for search clarification, this study aims to: (i) improve the
reliability and validity of evaluation metrics for search clarification methods, (ii) enable a
more accurate assessment of system performance and user satisfaction with CQs, and (iii)
facilitate the development and optimisation of information retrieval systems by leveraging
real-world user behaviours and intentions.

Finally, in the context of search clarification, previous studies have primarily focused
on the use of text-based interactions. However, in real-world conversational information-
seeking systems, user interactions often involve multiple modalities, such as text and images.
The recent Alexa Prize TaskBot Challenge [1] has highlighted the significance of multi-
modal interactions in shaping the user experience [31]. Consequently, understanding the
impact of multi-modal clarification on user interaction in search engines has become a
compelling area of investigation. Several factors contribute to the importance of studying
multi-modal clarification in search engines:

• Realistic User Interactions: In today’s information-seeking landscape, users are
increasingly engaging with search engines using various modalities, including text-
based queries, voice commands, and images. To create effective information retrieval
systems, it is essential to adapt to and support these diverse user interaction patterns.
Therefore, exploring how multi-modal clarification can enhance user interactions is
critical for creating more realistic and user-friendly search experiences.
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• Leveraging Rich Information Sources: Images and other non-textual modalities
can provide additional context and information that text alone may not capture. By
incorporating multi-modal clarification, search engines can leverage this rich source
of information to better understand and refine user queries, leading to more relevant
search results and enhanced user satisfaction.

• Emerging Research Frontier: While there is increasing interest in multi-modal AI
and human-computer interactions, there is still limited research on how multi-modal
clarification specifically impacts user interaction in search engines. Addressing
this research gap can contribute to the growing body of knowledge in multi-modal
information retrieval and conversational search systems.

We aim to investigate the extent to which multi-modal clarification enhances user inter-
action in search engines. By exploring the integration of text and image-based interactions,
the research seeks to identify the potential benefits and challenges of incorporating multi-
modal clarification strategies. The findings can inform the design and development of more
effective and inclusive information retrieval systems that cater to diverse user preferences
and interaction styles. The motivation behind this research lies in the increasing prevalence
of multi-modal interactions in conversational information-seeking systems and the need to
understand how multi-modal clarification can enhance user engagement in search engines.

In this research, we first analyse the CQs that are generated by humans on the Stack
Exchange platform, a CQA (Community Question Answering) website, in Chapter 3. The
analysis provides insights into how these questions are used to remove ambiguity and
improve understanding of information needs. We extract a set of CQs from the posts on the
platform and define a new taxonomy for annotating these questions and their responses.
The usefulness of the CQs is evaluated based on whether they add any new information to
the original post and the accepted answer. We also identify the characteristics of the useful
CQs in terms of their types and patterns.

Next, we explore clarification questions in a search engine using MIMICS dataset,
the only available dataset in search clarification, in Chapter 4. We focus on the task
of identifying the most engaging clarification question (MECQ) from several questions
generated for a particular query in Microsoft Bing using several learning-to-rank (LTR)
models. We show that the MIMICS dataset has several limitations to performing this study
that motivate us to develop a multi-dimensional dataset, known as MIMICS-Duo, for search
clarification in Chapter 5.

Introducing the MIMICS-Duo dataset provides us with the opportunity to investigate the
relationship between online and offline evaluations in search clarification in Chapter 6. We
examine the effectiveness of an Oracle clarification selection model that has access to every
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offline label in predicting the online label. Additionally, we explore how combinations of
offline labels (such as using random forests and neural networks) affect online evaluation.
We also investigate the impact of query length and uncertainty in collected online labels on
the correspondence between offline and online labels. We further investigate whether im-
plementing offline labels as input features can enhance the performance of Large Language
Models (LLMs) and LTR models in identifying the MECPs.

Finally, we study the user preference over clarification modality in Chapter 7 and
evaluate the performance of several text-to-image generation models in creating relevant
images for text-only CQs to make multi-modal clarification questions.

1.2 Contributions
This thesis enhances the current knowledge of clarification questions in information-seeking
systems by answering the following research questions. We first analyse the CQs in a
community question answering (CQA) forum in Chapter 3 to answer two research questions
of (i) what CQs are more useful in terms of helping the Asker to get a correct answer? And
(ii) what are the characteristics of such CQs (i.e., type and pattern)? Our key contributions
from answering the first two research questions are:

• Presenting a new taxonomy to investigate the usefulness of clarification questions.
• Examining the relationship between posts with accepted answers and different types

of answerers.
• Detecting useful and non-useful clarification questions.
• Extracting and identifying the types and patterns of useful and non-useful clarification

questions.

The research presented in this chapter resulted in the following publications:

• Tavakoli, L., Zamani, H., Scholer, F., Croft, W. B., & Sanderson, M. (2022). Analysing
clarification in asynchronous information-seeking conversations. Journal of the As-
sociation for Information Science and Technology, 73(3), 449-471.

We then investigate the clarifications in a search engine to address the third and fourth
research questions: (iii) Can SERP feature help us identify the most engaging clarification
question from a user’s Perspective? and (iv) Is there any relationship between online
and offline evaluations in search clarification using the MIMICS dataset, the only search
clarification dataset? We show that this research question cannot be addressed using the
available clarification dataset. The observed limitations motivate us to introduce a new
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search clarification question dataset, which is one of our main contributions. This newly
created dataset contains a series of quality and rating annotations in addition to CTR
information for 1,034 query-clarification pairs. The methodological outcomes of creating
this dataset include proposing a new data collection setup, questionnaires, crowd-sourcing
framework and validation process to collect various characteristics labels for the CQs. This
dataset helps us establish the relationships between different aspects of clarification panes,
which can be used for further improvement of generating and asking clarification models.

The research presented in Chapters 4 and 5 resulted in the following publication:

• Tavakoli, L., Trippas, J. R., Zamani, H., Scholer, F., & Sanderson, M. (2022, July).
MIMICS-Duo: Offline & Online Evaluation of Search Clarification. In Proceedings
of the 45th International ACM SIGIR Conference on Research and Development in
Information Retrieval (pp. 3198-3208).

We explore the created dataset to address the next three research questions as follows:
(v) What are the best overall practices in designing offline evaluation methodologies for
search clarification that correspond with online evaluation? (vi) Does query length impact
the relationship between online and offline evaluations in search clarification? And (vii)
Does uncertainty in the online evaluation impact the relationship between online and offline
evaluation? The contributions of this research questions above can be listed as follows:

• Initially, we examine the performance of an Oracle clarification selection model
that has access to individual offline labels and its correlation with the online label.
Moving beyond the assumption of independence among offline labels, we explore
their combination through methods like random forests and neural networks, aim-
ing to determine if such combinations align with online evaluations. Furthermore,
we leverage a Large Language Model (LLM) to predict user engagement with the
clarification in an online setting, taking into account the available offline labels.

• Inspired by the findings of Zamani et al. [127]), which demonstrated variations in
user behaviour between short and long queries, we proceed to partition our dataset
accordingly. Our objective is to examine the extent to which offline labels align with
online evaluations, specifically for short and long queries.

• To manage uncertainty in online evaluation, we utilise the concept of impression
count, which refers to the number of times a clarification question (CQ) is presented
to users during A/B testing. A higher impression count corresponds to a more reliable
and less uncertain online label, as it is based on the click-through rate observed.

The last research question in this study that we aim to explore is: (viii) do users prefer
multi-modal clarification questions over uni-modal (i.e., textual or visual)? We analyse three

11



1. Introduction

different modalities of (i) textual, (ii) visual, and (iii) multi-modal (i.e., a combination of the
two) for randomly sampled CQs from the MIMICS-Manual dataset that is introduced in this
thesis and investigate various influential factors on user preference. Finally, we investigate
whether generating corresponding images to the clarification panes can be automated
using text-to-image generation models. The quality and the relevance of generated images,
in addition to user preferences over human-collected and computer-generated images,
are investigated through manual annotation. The contribution of this study, presented in
Chapter 7, can be summarised as follows:

• Exploration of Multi-modal Search Clarification: The study addresses the research
gap in understanding the impact of multi-modal interactions on user experience in
search engines. Previous studies on search clarification have focused solely on text-
based interactions, while this study investigates the potential benefits of incorporating
visual elements alongside textual content.

• User Preference Analysis: Through a crowd-sourced user study, the research examines
user preferences for three different modalities of clarification questions (CQs): textual,
visual, and multi-modal (combining text and image). The study analyses the impact
of these modalities on user preferences and explores the factors influencing those
preferences.

• Fine-grained Analysis: The research analyses various factors related to user prefer-
ences, including image quality, image/text clarity, the relevance of text and image, and
other image aspects. Furthermore, the research explores the feasibility of automating
the process of generating images for multi-modal clarification questions (CQs) by
leveraging text-to-image generation models.

1.3 Thesis Structure
The thesis consists of seven further chapters to cover the conducted research and address
the research questions mentioned beforehand. The background on human- and computer-
generated CQs in questions-answering forums, search engines and information-seeking
systems in terms of ranking, generating and asking CQs are discussed thoroughly in
Chapter 2. This chapter also provides a detailed review of previous studies on online and
offline evaluations of retrieval quality.

Chapter 3 focuses on characteristics of useful CQs in CQA forums. We propose a new
taxonomy to investigate the usefulness of CQs. We then study the types and patterns of
useful and non-useful CQs in this chapter.
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In Chapter 4, we investigate the task of identifying the MECQ for a given query using
various learning-to-rank (LTR) models. The CQs collected in the MIMICS dataset, and
their online and offline corresponding labels are used for training and testing the models.
The limitations of this dataset in offline and online evaluations in search clarification are
also discussed.

In Chapter 5, a new search clarification dataset, called MIMICS-Duo, is introduced.
This new dataset overcomes the limitations of the MIMICS dataset. This dataset contains a
series of quality and rating labels in addition to user engagement level, an online label. We
present the details of the data collection and the design of the experiments. We analyse the
properties of the dataset and show how this newly-developed dataset can help to establish
the relationships between different aspects of clarification panes.

The next stage of this research is to present the extensive analyses that we conducted
on the MIMICS-Duo dataset. In Chapter 6, we investigate formulations of offline labelling
and their relations with online evaluation based on click-through rate.

In Chapter 7, we introduce the MIMICS-MM dataset and investigate the impact of
clarification modality on user preference when interacting with the CQs. This chapter
presents the design of the experiments, text-to-image generation modelling that is employed
for generating the visual aspect of the clarification panes, human annotation process and
related analyses and discussions.

Finally, Chapter 8 presents the outcome and conclusion of this research and provides
some recommendations for future work.
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Chapter 2

Background

As information retrieval systems continue to grow in complexity, ensuring accurate and
effective communication between users and machines becomes increasingly crucial. One
common method for achieving this is through the use of clarification questions (CQs) that
help clarify user intent and refine search queries.

A Clarification Question (CQ) is a type of question that aims to address confusion
or complexity in a particular subject matter. It is used to reduce misunderstandings and
ensure clarity. Lately, the practice of asking CQs has gained attention in various domains
of information retrieval (IR), such as search engines, question-answering (QA) forums,
and conversational search. The purpose is to clarify the user’s information needs when
their query or question lacks clear intent. However, users often do not actively engage with
CQs, which hinders the effectiveness of generating and asking CQs. This is because users
may have different intentions even when asking the same query, making it ineffective to
generate a single generic CQ for a given context.

Search engines regularly fail to understand users’ complex information needs, and
retrieved results for those complex needs are often not satisfactory [4]. In such cases,
users often have to reformulate their queries multiple times due to the complexity of their
information needs. Asking CQs can improve user satisfaction as it helps the system to
better determine the intent of the user who submits the question [22, 131, 134]. The
benefit of using CQs has been investigated in several fields such as dialogue systems [32, 6],
community question answering (CQA) [14, 89, 62], conversational search systems [4, 122,
32, 132], and speech recognition [100].
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In this chapter, we explore human- and model-generated clarification questions from
various angles (Sections 2.1, 2.2) as well as the clarification datasets (Section 2.3) and
evaluation techniques used to assess retrieval quality (Section 2.4). We also provide a
summary of previous works and the gaps which will be addressed in this study. By under-
standing the state of the art in CQ research, we can improve the accuracy and effectiveness
of information retrieval systems and ultimately enhance the user experience.

2.1 Human-generated Clarification Questions
Clarification questions are an essential tool in information retrieval, allowing users to refine
their search queries and obtain more accurate results. In this section, we will explore the
role of human-generated CQs in community question-answering forums and the ways in
which they can improve search performance. By understanding the importance of human-
generated CQs, we can better design systems that effectively bridge the gap between users
and machines.

One of the first studies on the importance of CQs was conducted by Conrad and Schober
[26]. They showed that CQs helped minimise misinterpretation in a household telephone
survey, which led to compromising data quality. In studies conducted to understand the
characteristics of CQs, Kato et al. [54] and Braslavski et al. [14] investigated human-
generated CQs in Social Q&A and Stack Exchange sites (Stack Exchange is an online
question-answering website containing posts about various topics, comments on posts
and answers to the post and comments.). Kato et al. [54] investigated the relationship
between CQs and dialogue outcomes with respect to the specificity of the posted question
and the requested clarification in a social QA system. They classified the CQs into seven
types of Check, More Info, General, Selection, Confirmation, Experience and Other, and
observed that the most common CQ type is Check. They developed a question classifier to
provide clarifications in the case of under-specified requests. Braslavski et al. [14] analysed
user behaviour and types of CQs in Stack Exchange to explore the problem of predicting
the specific subject of a CQ. They divided the questions into seven types of More Info,
Check, Reason, General, Selection, Experience and Not a CQ. They also investigated three-
word question starting patterns of common CQs. They found that CQs vary in topic and
format and mainly depend on the content and individual characteristics of users. Later, Qu
et al. [82] analysed the distribution, co-occurrence, and flow pattern of user intent in
information-seeking conversations. They classified twelve classes of intent, including the
original question, repeat the question, CQ, further details, follow-up question, information
request, potential answer, positive feedback, negative feedback, greetings/gratitude, junk
and others. Their research led to finding some frequently occurring intent patterns during
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information seeking. In another study on CQs in Stack Exchange sites, Kumar et al. [62]
ranked CQs using natural language inference and defined a CQ as good when the answer
to the clarification led to a resolution of the under specification in the question posed in the
original post from the Asker.

Among all discussed studies, the research conducted by Braslavski et al. [14], which
focused on human-generated CQs, was the closest research to our work that will be presented
in Chapter 3. However, our work is substantially different. We first classify CQs based on
the type of answerer to focus on those that engage the Asker more. We then define a new
taxonomy to investigate the usefulness of CQs from different aspects. The findings of this
research help us to determine useful and non-useful CQs. This is a more detailed analysis
compared to Braslavski et al. [14]. They classified CQs into several types and presented
common patterns in general, while we define different types regardless of their answers,
identify popular patterns of the useful CQs, and compare useful with non-useful CQs.

2.2 Clarification Models
In an effective information retrieval system, every user query would be met with a perfectly
tailored set of CQs, refining the user’s intent and leading to the most accurate results.
However, given the sheer volume of potential questions and the variability of user behaviour,
it is often impractical to present every possible prompt. Clarification question selection
models aim to address this challenge by identifying the most effective and relevant prompts
for a given query. In this section, we will explore various approaches to Generating and
selecting CQs. We will also consider the factors that can influence the performance of the
models and the evaluation methods used to assess the effectiveness of different models. By
understanding the strengths and limitations of CQ models, we can develop systems that
strike the right balance between precision and efficiency.

2.2.1 Clarification Selection Models
Investigation of selection models for CQ has been initiated by Kiyota et al. [59]. They
proposed a dialogue-based QA system utilising a large text knowledge base. The system
was designed to navigate users to the desired answer by asking CQs using dialogue cards
and description extraction of each retrieved text. When a user asked a vague question, the
system asked the user a CQ. This process continued until the question was clarified. Their
study showed that CQs are required for any dialogue with a search system. A few years
later, Rao [87], Rao and Daumé III [88] and Zhang et al. [131] built neural network models
based on the theory of expected value of perfect information (EVPI) proposed by Avriel
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and Williams [8] to teach machines to ask CQs when there is uncertainty. EVPI had two
components of Answer Modelling and Utility Calculator and helped them calculate which
question was most likely to elicit an answer that would make the post more informative.

Zhang et al. [131] proposed the System Ask - User Respond paradigm for conversational
search. They developed a multi-memory network architecture and trained their model
on a large-scale dataset in e-commerce. The system was capable of asking CQs from
users directly to understand user needs. They performed their experiments on the Amazon
e-commerce scenario based on real-world user purchase datasets and found out that their
approach outperformed state-of-the-art product search and recommendation baselines.
Later, Aliannejadi et al. [4] worked on the task of asking CQs in open-domain information-
seeking conversational systems. They reported that their neural question selection model
was able to outperform the LTR baselines significantly and enhanced user satisfaction by
asking questions that can address users’ information needs. Ranking CQs on question-
answering forums such as Stack Exchange was first investigated by Kumar et al. [62]. They
assumed a helpful CQ should increase the probability of the correct answer to a given post.
They showed that BERT representations pre-trained on the Stanford Natural Language
Inference (SNLI) corpus [13] and the Multi-Genre NLI (MultiNLI) corpus [? ] can achieve
very high performance on the task.

Recent work on CQ selection systems has been conducted by Ou and Lin [78], Zamani
et al. [127], Wu et al. [117], Kumar et al. [62], Sekulić et al. [95]. Ou and Lin [78] proposed
a CQ selection system consisting of response understanding, candidate question recalling
and CQ ranking. They fine-tuned an ELECTRA model to obtain a better understanding
of users’ responses and used an improved BM25 model to recall the candidate questions.
In the ranking stage, they reconstructed the training dataset and introduced two models
based on ELECTRA. They finally summed up the output probabilities of the models and
chose the question with the highest probability as the CQ. Zamani et al. [127] analysed
large-scale user interactions with CQs in a major web search engine and proposed a model
for learning representation for CQs-based on user interaction. They successfully used the
model for re-ranking automatically generated CQs for a given query. In other studies on
clarification systems, Wu et al. [117] proposed the Predicting, Explaining, and Rectifying
Failed Questions (PERQ) framework. They designed an interactive system that identified
ambiguities in failed questions and requested minimal clarification actions from users. In
addition, Sekulić et al. [95] modelled search clarification prediction as a user engagement
problem. They focused on the task of predicting user engagement levels on clarification
panes. They proposed a BERT-based model and showed that it outperformed traditional
ML models. They also showed that information such as titles and text snippets of retrieved
documents is beneficial in the task of predicting user engagement.
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2.2.2 Clarification Generation Models
Insights about the importance of CQs in conversational search systems have led to models
to generate clarification in conversational search to understand user intent better. In this
section, we will explore the key concepts and techniques behind CQ generation models
and examine their potential applications and limitations.

Generating CQs is a fairly new field of research in information retrieval and has recently
attracted attention (e.g., [89, 122, 4, 72, 132]). One of the first attempts conducted by Quar-
teroni and Manandhar [84] was to design an interactive question-answering system capable
of follow-up and asking CQs. In another study, Deits et al. [30] improved the performance
of natural language communication between humans and robots by enabling a robot to
engage in clarification dialogue with a human. Coden et al. [25] discussed challenges in
interacting with users to ask CQs for entity identification. They investigated three types of
CQ approaches: type-based, example-based, and usage-based, for automatically generating
such questions. Interestingly, they concluded that no one method worked all the time,
and an ensemble of methods may have the best performance. Zhang et al. [131] proposed
the System Ask - User Respond paradigm for conversational search. They developed a
multi-memory network architecture and trained their model on a large-scale dataset in
e-commerce. The system was capable of asking CQs from users directly to understand
user needs. They performed their experiments on the Amazon e-commerce scenario based
on real-world user purchase datasets and found out that their approach outperformed state-
of-the-art product search and recommendation baselines. To resolve to generate generic
and bland CQs that cannot elicit useful information, Cao et al. [17] proposed a model
that could produce questions with various levels of specificity. They trained a classifier
that annotated a CQ with its level of specificity to the given context. They showed that a
trained CQ generation model could generate questions with various levels of specificity. Rao
and Daumé III [89] proposed an adversarial training approach for generating CQs. This
sequence-to-sequence model updated a contest with an answer to the CQ. They found that
their model produced more useful and specific questions compared to previous models,
including models trained using maximum likelihood objective and trained using utility
reward-based reinforcement learning. This research inspired other research groups such
as Zamani et al. [123], Hashemi et al. [43], Shwartz et al. [97] and Dhole [32] to focus on
the design of clarification systems.

Zamani et al. [123] focused on the task of generating clarification for open-domain
search and proposed various models for asking CQs, and they examined their models
using human annotation. They showed that the Query Clarification Maximisation approach
performed better than others. Hashemi et al. [43] proposed a multi-source attention network
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and applied it to conversational search tasks for utilising user responses to CQs. They fo-
cused on conversations with only one CQ and a multi-turn setting. Their evaluation showed
that their models, which implemented guided transformers, substantially outperformed
state-of-the-art baselines. Shwartz et al. [97] proposed an unsupervised framework based on
self-talk to generate natural language CQs and their corresponding answers. They generated
multiple CQs considering (i) concatenating one of several question prefixes, curated for
each task, and (ii) generating five questions for each prefix using Nucleus sampling. They
noticed several shortcomings of using pre-trained learning models as knowledge providers,
including (i) insufficient coverage, (ii) insufficient precision, and (iii) limited reasoning
capabilities. Their empirical results demonstrated that the self-talk procedure they proposed
substantially improved the performance of zero-shot language model baselines and outper-
formed models that obtained knowledge from external knowledge bases. In another study
to resolve intent ambiguities in dialogue systems, Dhole [32] used an existing question
generator and a sentence similarity model to generate discriminative questions. Dhole [32]
presented a method to disambiguate queries that are ambiguous between two intents. They
stated that the proposed method could take advantage of any question-generating system
with no need for annotated data of CQs. They showed that the model improves the overall
accuracy of classifying the user’s intent.

Generating CQs in the conversational search was the focus of studies conducted by Ros-
set et al. [92], Zamani et al. [122], Zamani et al. [127], Majumder et al. [72] and Zhang
and Zhu [132]. Rosset et al. [92] first defined an evaluation metric, usefulness to mea-
sure whether the suggestions provide valuable information for the next step or not. Then,
they developed two suggestion systems, a BERT-based ranker and a GPT-2-based gen-
erator. Both together were trained with weak supervision signals transferring past users’
search behaviours in search sessions. Zamani et al. [122] attempted to generate CQs for a
search engine. They proposed supervised and reinforcement learning models to generate
CQs learned from weak supervision data. They also investigated methods for generating
candidate answers for each CQ. Human evaluation of the generated CQs and candidate
answers demonstrated the effectiveness of their proposed solutions. Zamani et al. [127]
again analysed large-scale user interactions with CQs in the Bing search engine in terms of
the user engagements received by CQs based on different properties of search queries. They
also proposed a model for learning representation for CQs, considering user interaction
data as implicit feedback. Their evaluation of both the click data and human-labelled data
demonstrated the high quality of the proposed method. Zhang and Zhu [132] believed
that due to the possibility of various user intents, generating one generic CQ per context
cannot be successful. Therefore, they proposed the task of diverse CQ generation and
addressed the challenge of specificity. To do so, they introduced a model named Keyword
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Prediction and Conditioning Network (KPCNet), which predicted keywords focusing on
the specific aspects of the question. Then, they developed keyword selection methods to
produce multiple keyword groups for generation diversity. Their analyses showed that the
model improved the quality of the CQ generation. To improve generating CQs, Majumder
et al. [72] followed another strategy. They first identified what is the missing proposal by
taking a difference between the global (i.e., collecting previous similar contexts) and the
local (i.e., the available context for a product) views and then trained a model to identify
what is useful. Finally, they generated a question about it using a fine-tuned BART model.

We showed that while previous works investigated CQs in CQA sites and search engines
from various aspects, including characteristics of CQs, proposing selecting and generating
CQs, they are still in the early stages with limited success in engaging users due to a lack
of understanding of what makes a CQ engaging from a user’s perspective. In fact, to
successfully make users interact with a CQ, a useful and engaging CQ needs to be asked of
the user when the user information need is not clear. We will extensively investigate the
relationship between user engagement with the clarification characteristics in this research.

Moreover, despite the growing interest in search clarification and its exploration from
various perspectives, there is a noticeable research gap regarding user preferences and
perceptions of different modalities in search clarification. The literature review also reveals
that studies on multi-modality in information retrieval (IR) have mainly overlooked the
field of search clarification. For example, Yang et al. [119] introduced an online video
recommendation system incorporating multi-modal fusion and relevance feedback. Zha et al.
[129] proposed Visual Query Suggestion (VQS) for image search, Altinkaya and Smeulders
[7] developed a model for stuttering detection, Srinivasan and Setlur [98] explored utterance
recommendations for visual analysis, Pantazopoulos et al. [80] integrated computer vision
and conversational systems for socially assistive robots, and Ferreira et al. [34] presented
TWIZ, a multi-modal conversational task wizard. However, none of these works specifically
addressed the challenges and techniques related to multi-modal clarification questions in
the context of search systems. Hence, there is a significant research gap in this area,
highlighting the need for further exploration and development.

2.3 Clarification Datasets
Clarification question datasets play a crucial role in the development and evaluation of
CQ generation models. These datasets consist of a set of questions that aim to clarify
ambiguous or unclear statements and are used to train and test machine learning models
to generate similar questions. As the demand for more accurate and effective natural
language processing systems continues to grow, the availability of high-quality CQ datasets
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has become increasingly important. This section will explore the key characteristics and
properties of CQ datasets. For research datasets, we can divide resources into two main
categories: CQA clarification datasets (e.g., collected human-generated CQs on Stack
Exchange) and search clarification datasets (e.g., collected model-generated CQs on Bing).
In this section, we discuss the available clarification datasets.

2.3.1 CQA Clarification Datasets
Among the clarification datasets in CQA, Rao [87], Braslavski et al. [14] and Rao and
Daumé III [88] created clarification question dataset using Stack Exchange platform. Rao
[87] and Rao and Daumé III [88] extracted a total of 37,000 and 77,000 triples (post: the
initial unedited post, question: the comment containing a question, answer: an edit made to
the post after the question or the author’s response to the question in the comments section),
respectively, from Stack Exchange three domains of askubuntu, unix and superuser. Their
dataset was later used by Kumar et al. [62] for ranking CQs via natural language inference.
In another study, Braslavski et al. [14] used two Stack Exchange sites of Home Improvements
(DIY) and Arqade (GAMES) to build their dataset of about 83,000 questions. Another
large-scale dataset, called ClarQ, extracted from 173 different Stack Exchange domains, was
presented by [61]. They proposed a bootstrapping framework to employ a neural network
for classifying CQs. One of the latest clarification datasets was introduced by Min et al.
[75]. They constructed a dataset from an open-domain QA benchmark containing diverse
types of ambiguity, which are not normally visible from the prompt question alone.

Some other researchers such as Rao and Daumé III [89], Zhang and Zhu [132], and Ma-
jumder et al. [72] investigated generating CQ models on the Amazon Review dataset [74, 73].
In this dataset, context is a product description, including the product title, and the question
is a CQ asked about the product, and the answer is the seller’s or other users’ reply to the
question.

Although CQA datasets provided valuable opportunities to investigate the CQs from
various aspects, they are of limited use in asking and generating CQs in search clarification.
These datasets record human interactions with human-generated CQs, while in a conver-
sational search system, a human interacts with a machine. The nature of the query and
the information needed is also different in search clarification compared to a community
forum.

2.3.2 Search Clarification Datasets
Several search clarification datasets have been created over the last few years by Xu et al.
[118], Aliannejadi et al. [4], Penha et al. [81], Aliannejadi et al. [5], Zamani et al. [125]
and Aliannejadi et al. [6]. Xu et al. [118] created a clarification dataset, CLAQUA, of 40,000
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open-domain examples to enable systems to ask CQs in open-domain question answering.
This dataset supported three tasks: giving a question, checking whether clarification is
needed; if yes, generating a CQ, then predicting answers based on user feedback. Aliannejadi
et al. [4] collected a CQ dataset through crowd-sourcing named Qulac. This dataset was
built on top of the TREC Web Track 2009-2012 data and contained over 10,000 question-
answer pairs for 198 TREC topics with 762 facets. Inspired by Qulac, Aliannejadi et al.
[5, 6] crowd-sourced new datasets to study CQs that were suitable for conversational settings
and in open domain dialogues focusing on single and multi-turn conversations. Penha et al.
[81] created a dataset that focused on the interaction between an agent and a user, including
CQs. The researchers presented a conceptual model and provided baseline results for
conversation response ranking and user intent prediction tasks.

The MIMICS dataset, which is used widely in this thesis, was introduced by Zamani
et al. [125]. It is the largest search clarification dataset extracted from Bing search engine.
Each clarification was generated by a Bing production algorithm and contained a CQ and up
to five candidate answers. Compared to other datasets, MIMICS contains realistic queries,
is comprehensive and covers a wide range of clarification types, including user interaction
signals. MIMICS also contains search engine results pages (SERPs) of up to ten retrieved
documents, including a title, URL, and snippet for each query. The full MIMICS data
collection consists of three datasets:

1. MIMICS-Click, which includes over 400,000 unique queries, their associated clarifi-
cation panes, and the corresponding aggregated user interaction signals. Each data
point in MIMICS-Click includes a query-clarification pair, its impression level (low,
medium, or high), its engagement level (between 0 and 10, and the engagement level
of 0 means there was no click on the CQ), and the conditional click probability for
each individual candidate answer.

2. MIMICS-clickExplore, which includes over 60,000 unique queries, their multiple
clarification panes, and user interaction signal similar to the MIMICS-click dataset.

3. MIMICS-Manual, which includes over 2,000 unique search queries with their multiple
CQs, quality labels were manually labelled by at least three trained annotators (A
quality label of 2 (Good), 1 (Fair), or 0 (Bad) has been assigned to each CQ), and
landing SERPs.

Available CQ datasets are either created based on the user interaction signals, such
as click-through rate or collected through manual annotation. We show in Chapter 4
that while the MIMICS dataset, as the largest search clarification dataset, enhanced our
understanding of user interaction with CQs and inspired several other studies (e.g., [95, 112,
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71, 44]), it is not yet sufficient for training and evaluating search clarification methods and
models. It does not support online-offline evaluations in search clarification to understand
the relationship between user engagement and clarification characteristics. We aim to
resolve this shortcoming in search clarification by introducing the MIMICS-Duo dataset in
Chapter 5. MIMICS-Duo is a balanced dataset that benefits from user interaction signals
while providing insightful information about the characteristics of CQs, enabling extensive
online-offline evaluations in search clarification.

2.4 Online and Offline Evaluation in Infor-
mation Retrieval
To understand what makes a CQ engaging from a user’s point of view, the relationships
between various characteristics of the CQs, labelled by human judgement, and user click-
through rate, known as a signal for user engagement, need to be investigated. Such studies
are known as online evaluations, and we review the previous works on this topic now.

Online and offline evaluation are two widely used methods for evaluating the effec-
tiveness of information retrieval systems. While offline evaluations are performed on
pre-collected datasets, online evaluations involve testing the system in real time using
actual users. Both approaches have their advantages and disadvantages, and the choice of
which method to use depends on various factors, such as the type of system being evaluated
and the available resources. In this section, we will discuss the key concepts and techniques
behind online and offline evaluations in information retrieval and examine their strengths
and weaknesses.

As mentioned above, there are two approaches in general to evaluate retrieval quality:
(1) manual judgements of the relevance of documents to queries provided by trained experts
(offline evaluation) [24] and (2) user behaviour observations (implicit feedback) when
presenting the search results (online evaluation) [19].

The effectiveness of using expert judgements, which is also known as offline evalu-
ation in quality retrieval analysis, has been proved before [111]. Offline evaluations are
often used before deploying new ranking policies, which help to run A/B testing (i.e.,
a randomised experiment that usually involves two variants (A and B), shown to users,
and statistical analysis is used to determine which variation performs better) [60] more
safely and intelligently [23, 64]. However, such an evaluation has two limitations. First,
expert judgements may not be capable of reflecting the actual relevance and cannot re-
liably estimate the user’s actual information need simply based on the query issued and
inaccurately reflect user utility [18, 2]. This comes from the fact that different users may
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issue the same textual query while having different information needs or intents [105].
Second, the cost associated with conducting offline evaluations, such as hiring experts
or setting up infrastructure, is typically substantial. Additionally, the process of offline
evaluations usually takes a considerable amount of time to complete, which can range
from days to weeks or even longer. These factors make the benefits of offline evaluations
limited for many organisations or projects, as the expenses and time required may be too
burdensome. Consequently, alternative evaluation methods that are more cost-effective and
faster, such as online evaluations, are often preferred. These online metrics are based on
observable user behaviour [55, 19] and include CTR (Click Through Rate) and the ranks
of clicked documents [53] as well as their extensions (e.g., UCTR (i.e., a binary value
representing click) [23], PLC (i.e., number of clicks divided by the position of the lowest
click) [39]), dwell time including query dwell time, time to first click, the average of click
dwell time [121, 48], query reformulations, response times, how the session was terminated
(e.g., by closing the browser window or by typing a new Internet address) [35], mouse
movement and per-topic reading time [58].

Retrieval performance metrics based on implicit feedback directly from the users, known
as online evaluations, can be grouped into two classes of absolute metrics and pairwise
preferences [69]. Contrary to absolute metrics that provide an overall assessment of the
retrieval performance based on predefined criteria, pairwise preference methods such as
interleaving assume that the better of two (or more) options can be identified based on user
behaviour. For example, clicked results are preferred over results previously skipped in
the ranking [51]. Despite the enormous value of click-through data, it is inherently biased
and very noisy [113]. There are multiple sources of bias, including position bias [52],
presentation bias (e.g., the position of results in the ranking) [101], and trust bias [79].
Such noisy data may lead to biased training data that negatively affects the downstream
applications [49]. There are also some other factors, such as educational level, intelligence,
and familiarity with the IR system, that impact the decision of user satisfaction and the
click-through data [3, 46], making the data difficult to interpret. This is in agreement with
observations by Zheng et al. [133] that click-through data and relevance do not always
correlate, and CTR should be used with precaution.

Offline evaluations provide a low-cost methodology to predict the performance of
models and insight into whether it is worth testing on the more expensive online evalua-
tion. However, substantial discrepancies between the offline and online evaluations have
been identified in the literature. Cremonesi et al. [27], Garcin et al. [38], Ekstrand et al.
[33], Garcin et al. [38], Said and Bellogín [94] identified several inconsistencies when
investigating recommendation methods using online and offline evaluations. Yi et al. [120]
investigated the performance of predictive models for search advertising using online and
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offline evaluation metrics and showed that some offline metrics like AUC (the Area Under
the Receiver Operating Characteristic Curve) and RIG (Relative Information Gain) could
be misleading and result in a discrepancy in online and offline metrics. Such discrepancy
was also observed and stated by Beel et al. [11] and Beel and Langer [10]. In another
study, Garcin et al. [38] investigated news recommenders and showed that in an offline
setting, recommending popular stories is a winning strategy, but in an online setting, it was
the poorest.

Online evaluations can also be misleading. Zheng et al. [133] and later Garcin et al.
[38] showed that CTR, an adopted and widely accepted metric in online evaluations,
overestimates the impact of popular items. In fact, recommending items with higher CTR
does not necessarily imply higher relevance of two items, and factors like item popularity,
item serendipity or the placement/order of recommendations may also influence a user’s
click behaviour.

Chen et al. [20] meta-evaluate a series of existing online and offline metrics to study
how well they predict actual search user satisfaction in different search scenarios. They
showed both types of evaluation noticeably correlate with user satisfaction, but they reflect
satisfaction from different perspectives and for different search tasks. They observed a strong
correlation between top-weighted offline metrics and user satisfaction in homogeneous
search (i.e. ten blue links), whereas online metrics outperform offline metrics when vertical
results are federated. They also understood that incorporating mouse hover information
into existing online evaluation metrics better aligns with search user satisfaction than click-
based online metrics. Liu and Yu [66] believed users often seek different goals at different
search moments, which may evaluate system performances differently. Therefore, it would
be difficult to achieve real-time adaptive search evaluation and recommendation. They
meta-evaluated a series of online and offline evaluation metrics under varying states based
on a user study dataset. Their results showed that the performance of query-related and
online features had large variations across different task states. However, offline evaluation
metrics, in general, had stronger correlations with user satisfaction.

In another study, Rossetti et al. [93] showed that with the same set of users, the ranking of
algorithms based on offline accuracy measurements contradicts the results from the online
study. Later, a comparison of online and offline assessments for Query Auto Completion
was carried out by Bampoulidis et al. [9], and it showed a large potential for significant bias
if the raw data used in an online experiment is re-used for offline evaluations. It is worth
noting that a lack of correlation between offline and online evaluations in voice shopping
traffic and Web image search was also reported by Zhang et al. [130] and Ingber et al. [47].

While prior works have offered insight into how well online and offline evaluations
correlate in retrieval quality, there is no extensive study on this controversial topic in
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search clarification. The only available study was conducted by Zamani et al. [125], who
examined the MIMICS dataset and investigated correlations between online and offline
evaluations using a single offline label. They concluded that no correlation was observed
between the two evaluation methods. The focus of our study is to investigate the relationship
between online and offline evaluations in terms of ranking multiple clarification panes
and identifying the most engaging clarification pane for a given query (the main of any
clarification selection model). Furthermore, we group the query-clarification pairs based
on the query length and impression level for a more detailed study. Furthermore, we
investigate the impact of offline labels on the improvement of the performance of LTR
and Large Language models in identifying the most engaging clarification questions. The
study described in Chapter 6 aims to extensively investigate user engagement with model-
generated CQs in a search engine through online and offline evaluation approaches to fill
the current gap.
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Chapter 3

Useful Clarification Questions in Commu-
nity Question Answering Forums

Community Question-Answering (CQA) forums record asynchronous exchanges between
people seeking to solve complex information needs, including those that a web search may
have failed to answer [68, 96]. This is because human-driven online QA services allow
users to seek different forms of information, ranging from factual information to personal
opinions or advice through human-to-human interactions [21]. However, the questions
that are asked on information-seeking forums such as Stack Exchange, Quora, or Yahoo!
Answers are sometimes complex or ambiguous for other users. In such cases, other users
usually ask several clarification questions (CQs) to clarify an Asker’s information need.
Our initial investigation of CQA forums shows that a high percentage of CQs are left
unanswered, suggesting that not all clarifications are necessarily useful. As the first step
toward understanding what makes a CQ engaging from a user’s point of view, this chapter
analyses human-generated CQs on the Stack Exchange platform, to provide insights into
how they are used to disambiguate and provide a better understanding of information needs.

3.1 Introduction
In this chapter, we present our own approach to classifying CQs with respect to the type
of Answerer (i.e., Asker: who posted the initial question or a Responder: other users) by
extracting a set of CQs from posts (the initial questions posted by the Askers). Figure 3.1,
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Post

Figure 3.1: A question posted on Stack Exchange. (Asker: who posted the initial
question, Responder: another user provided the answer, Accepted Answer: an

answer among all provided answers by other users that were chosen by the
Askers.)

shows an initial question posted by an Asker, followed by a CQ from a Responder. The
interaction led to an accepted answer (i.e., an answer among all provided answers by other
users that are chosen by the Asker). We use this terminology throughout the chapter. We
aim to answer the following research questions:

• What clarification questions are more useful (in terms of helping the Asker to get a
correct answer)?

• What are the characteristics of useful clarification questions?

We first investigate the usefulness of clarifications based on manual annotation. We
propose new definitions for useful and non-useful clarification questions. We investigate
the CQs in terms of whether they add any information to the post and the accepted answer,
which is the answer chosen by the Asker. After identifying which CQs are more useful, we
investigate the characteristics of these questions in terms of their types and patterns. Non-
useful CQs are also identified, and their patterns are compared with useful clarifications.
Figure 3.2 shows the steps taken in this chapter to explore the CQs in CQA forums.
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Figure 3.2: The flow of study of the study in this chapter.

3.2 Methodology
To investigate our research questions and better understand what CQs are useful in terms
of helping the Asker of a post obtain an accepted answer, we investigate publicly available
data from Stack Exchange1 covering a period from July 2009 to September 2019. We
investigate three sites that had the highest number of posts2 in each of three different Stack
Exchange categories: Business3 (which holds three sites), Culture/Recreation4 (46 sites)
and Life/Arts5 (26 sites). Table 3.1 reports the details of the three chosen sites: Quantitative
Finance (QF), English Language and Usage (EL), and Science Fiction and Fantasy (SF).

The data is first processed by identifying posts, potential CQs, and their answers within
1https://archive.org/details/stackexchange
2As stated by Shah et al. [96] and Liu et al. [67], such popularity may indicate that users cannot satisfy

their information needs using web search engines.
3https://stackexchange.com/sites#business
4https://stackexchange.com/sites#culturerecreation
5https://stackexchange.com/sites#lifearts
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Table 3.1: The analysed sites of Stack Exchange.

Category Site # of Posts

Business Quantitative Finance (QF) 13,187
Culture/Recreation English Language and Usage (EL) 107,266
Life/Arts Science Fiction and Fantasy (SF) 55,959

the data. Second, questions are classified with respect to the type of Answerer. Third, the
relationship between the type of Answerer and the post is investigated.

We showed in Chapter 2 that information-seeking community forums have been studied
widely over the last two decades [65, 63]. However, human-to-human interaction in such
platforms in terms of interaction with CQs is a new area of interest. This is particularly
helpful as it can enhance our knowledge of developing information-seeking systems with
higher performance. We showed that there is some research on generating and asking CQs
and some studies on CQs in QA forums. While generating and asking a CQ is important,
getting an answer for the CQ can even be more important [103]. This means a CQ helps
the search system only when the user provides an informative answer. To improve the
performance of information-seeking systems by generating CQs that engage the users more
actively (useful CQs), we attempt to find characteristics of such clarifications in terms of
types and patterns in this study.

The aim of this chapter is to understand why some CQs lead to more engagement from
Askers. This is because we discovered that many CQs are left unanswered, and such CQs
are generally not useful in helping to better understand an Asker’s information need. We can
not understand this without investigating the answer to the CQs at the same time. Therefore,
we classify CQs with respect to the type of Answerer. This is, in contrast, to Braslavski
et al. [14] who only studied the CQ itself.

3.2.1 Identifying Potential Clarifications
To identify potential clarification questions, we collect comments from within posts that
contain at least one sentence ending with a question mark, regardless of the question content.
Sentences containing question marks that appear in the form of a quotation are ignored (e.g.
Note Swiss German might say: “Wie isch ire Name?”). A question is also disregarded if it
is part of a hyperlink (e.g. a link to a web page is provided in the form of a question). We
exclude any questions submitted by the Asker, assuming that the person who submitted a
post would not ask for clarifications. In addition, if the question starts with “@username”,
it should be Asker’s username. This is to ensure that the question is directed to the Asker
and is not part of a conversation between other users.
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In order to identify the answer to a CQ, the following criteria have to be met:

• The comment starts with “@username”, which is the name of the user who asked
the CQ.

• The comment is submitted after the CQ, based on timestamps.
• The user who asks the CQ did not comment between the CQ and the provided answer

to that CQ (this maximises the likelihood of the comment being a response to the
CQ).

3.2.2 Annotation and Data Sampling
To investigate the characteristics of CQs based on the type of Answerer (i.e., the Asker,
a Responder, or unanswered questions), we conduct manual annotation to answer the
following questions:

• Is a potential CQ as defined above an actual CQ?
• Does the CQ have an informative answer?
• Does answering the CQ add any value to the post overall? (The focus of this attribute

is the CQ itself, regardless it has an answer or not.)
• Does answering the CQ add any information to the accepted answer of the post?

Three annotators, one who also acted as coordinator, carried out the labelling. The
coordinator met the other two annotators to explain the labelling strategy and the annotation
procedure (the guidelines) to provide a common ground for everyone. The coordinator
collected all annotations, aggregated them, and identified any disagreements. Next, the
coordinator met the annotators to get their feedback and discuss any challenges that they
encountered. The annotators discussed the labels with disagreement. As a result of the
discussions, the guidelines were sometimes refined, CQs with disagreements were re-
labelled, and those new labels were aggregated once again. 363 posts out of a total of 557
sampled posts were initially agreed. When the guideline was discussed and amended, in a
few cases (17 posts) where there was still disagreement, majority voting was used to obtain
the final label. This means the coordinator recorded the related label if the agreement score
was greater than or equal to 66.67%. The developed annotation guidelines and the four
steps are summarised below:

• Actual clarification question: To determine the usefulness of a CQ, it is a prerequisite
to ensure that a potential CQ is an actual CQ. A potential question is considered
an actual question (hereafter, simply called a CQ) if it is on the topic of the post, if
it appears to be clear, and does not contain: (i) sarcastic/humorous questions and
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rhetorical questions [14] and (ii) comments which provide a solution or give a hint
for the post in the form of a question (e.g. “Why don’t you just try a backtest ...?”).
This type of question does not generally look for an answer. In contrast to Kato et al.
[54], we do not consider such a question as a CQ.

To identify a CQ accurately, an investigation of potential CQs, any accompanying
sentences, and the post submitted by Asker is required. For those potential CQs that
are actual CQs, the following three attributes are assessed.

• Informative answer to the CQ: At this stage, we classify an answer to a CQ as
informative or non-informative. This part of the study is essential because a CQ
needs to have an informative answer to help the Askers with their posts. An answer
to a CQ is informative when it responds to the CQ or a portion of it (Figure 3.3).

Figure 3.3: Clarification receiving an informative answer.
There are some conditions when the answer to the CQ is not informative: (i) the CQ
has accompanying sentences, and the Asker responds to these sentences rather than
the CQ itself (Figure 3.4) and (ii) the CQ receives a relevant but incorrect answer
when the Asker misunderstands the CQ (Figure 3.5).

• Valuable for the post: A CQ can be relevant to a post, but it does not necessarily add
value to it. Here, we consider a CQ as valuable for the post if it attempts to resolve
ambiguity or to eliminate any incompleteness in the post (Figure 3.6). In contrast,
Figure 3.7 indicates a CQ asking something that is not about the post and therefore
does not add value to the post. To evaluate this attribute, the CQ and the post need to
be considered together.

• Valuable for the accepted answer: We consider a CQ valuable for the accepted
answer if it improves an accepted answer or if answering the CQ is necessary to
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Figure 3.4: Clarification receiving an uninformative answer.

produce an accepted answer for the post. To be considered valuable for the accepted
answer, the CQ needs to meet the following criteria: (i) the CQ has an informative
answer, (ii) the CQ is labelled as valuable for the post. This is because the category
of valuable for the accepted answer is a subclass of valuable for the post, and (iii)
the post has an accepted answer.

The CQ and its answer, the post and the accepted answer need to be considered
together to label this attribute. Since a post usually has some introductory parts or
details, in order for a CQ to be valuable for an accepted answer, the question needs to
address the main focus of the post, in contrast to being valuable for the post, which
can target any aspect of the post. Moreover, the answer to the CQs needs to improve
the accepted answer. Figure 3.8 shows an example of a CQ that is valuable for both
the post and the accepted answer.

When the annotation guidelines are finalised, all CQs of the three sites are randomly
sampled to assess the labels with respect to the type of Answerer. To ensure that the samples
are representative of their constituent site, each sample size is estimated based on a finite
population with a confidence level of 90% and an error margin of 10%. To give every
potential CQ an equal chance of being selected, a simple random sampling approach with a

35



3. Useful Clarification Questions in Community Question Answering Forums

Figure 3.5: A useless answer due to a misunderstanding.

random number generator is used. In total, 557 potential CQs are sampled across the three
sites. Table 3.2 indicates the samples of potential CQs (taken from each domain), which
are used to assess four different taxonomies based on the type of Answerer.

Types and Patterns of Clarification Questions
To investigate what the characteristics of useful CQs are, we now analyse the type (based
on user intent) and the pattern (represented as a trigram of words) of CQs. We compare the
most common patterns of useful CQs with the patterns of non-useful CQs. This analysis
provides insight for developing models for generating CQs in information-seeking systems.

To recognise the patterns and types of CQs, we first perform a manual annotation on
376 comments, which are answered by the Askers in the QF site and contain at least one
CQ. The annotation follows the same procedure described earlier. Two annotators perform
the classification to reduce the impact of personal judgement; disagreements are discussed
between the annotators, and a coordinator makes the final decision. and we iteratively
update the annotation guidelines based on the discussions between the annotators and the
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Figure 3.6: A clarification asked to eliminate ambiguity.

Figure 3.7: A non-valuable clarification question.

coordinator.
As the large size of the complete dataset makes complete manual labelling infeasible,

the remaining clarifications (answered by Responders or left unanswered) in the QF site,
and all clarifications in the two other sites, are labelled automatically using a Random
Forest classifier. We use TF-IDF weighted bag-of-word features, which include n-grams
(n ∈ {1, 2, 3, 4, 5}). To provide a more meaningful representation, some patterns such as
could you please give, can you please give, could you give, and can you give are compiled.
The classifier is trained on 80% of the aforementioned annotated dataset collected from the
QF site. Each data point includes a CQ and its type and pattern. It is worth noting that there
are some questions that do not adhere to any specific patterns, such as “Perhaps question
an example of one of your long sentences?”. In order to detect such CQs, these pattern-less
clarifications are included in the training data. However, these CQs are excluded from
the subsequent analysis. To foster this research, we open-source our implementation and
annotated data.6

To measure the accuracy of the classifier, we use the remaining 20% of the annotated
data as test data. Our model achieves an accuracy of 78.21% on the held-out test set. To
further verify the quality of the automatic annotation process, 10% of the results are cross-

6https://github.com/Leila-Ta/Clarification_CQA/
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Figure 3.8: A clarification that enhances the accepted answer.

Table 3.2: Sample Size (Number of investigated Potential clarification question).

Type of Quantitative English Language Science Fiction TotalAnswerer Finance and Usage and Fantasy

Asker 58 67 67 192
Responder 30 66 66 162
Unanswered 67 68 68 203

checked by the annotators. Annotators are also asked to edit any pattern that is labelled
mistakenly and to add these to the list of detected patterns and types.

3.3 Results and Analysis
In this section, we present the results and analyses of user engagement with CQs, the
usefulness of CQs and clarification types and patterns.
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Table 3.3: Who answers clarification questions.

Type of Quantitative English Language Science Fiction
Answerer Finance and Usage and Fantasy

Asker 376 (8.7%) 4065 (6.46%) 3144 (9.04%)
Responder 42 (0.97%) 2027 (3.22%) 2100 (6.04%)
Asker & Responder 3 (0.07%) 100 (0.16%) 167 (0.48%)
Unanswered 3905 (90.39%) 56971 (90.48%) 29707 (85.4%)

3.3.1 User Engagement and Clarification
To understand the utility of CQs, we analyse questions with respect to the Answerer.
Table 3.3 shows the majority of clarifications (around 90%) are unanswered. Of those that
are answered, the Asker is the most likely to reply. The high percentage of clarifications
with no answer confirms the importance of investigating the properties of the CQs that
engage Askers. The results shown in Table 3.3 are all statistically significant for these three
sites and also for the types of the Answerer (two-tailed z-test, p < 0.00001).

Considering those posts where CQs are answered by only one type of Answerer, we
find that when CQs are answered by the Asker, there is a higher chance of the post gaining
an accepted answer (Figure 3.9). The percentage is significantly higher than the other two
Answerer types in EL and SF sites (two-tailed z-test, p = 0.05614 for QF; p < 0.00001 for
EL; p < 0.00001 for SF).

Figure 3.9: Percentage of posts with an accepted answer, grouped by Answerer.

Next, we examine the relationship between the percentage of CQs answered by the
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Asker per post with the number of posts with an accepted answer (Figure 3.10). We divide
the percentage of the CQs answered by the Asker into four bins. As can be seen, there are
similar trends across all three sites: the greater the fraction of CQs answered by the Asker,
the more posts obtain an accepted answer. For posts with an accepted answer, we examine
the relationship between the number of asked CQs and the rate at which Asker answers
those questions. Figures 3.11, 3.12 and 3.13 show similar trends across the three sites. We
can see the maximum asked potential CQs are different in investigated sites (a maximum
of 8, 20 and 12 potential CQs are asked per post in the QF, EL and SF sites, respectively).

Figure 3.10: Number of posts with an accepted answer grouped by the % of
questions answered by the Asker.

Figure 3.11: Fraction of answered clarifications per question in the Quantitative
Finance site.
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Figure 3.12: Fraction of answered clarifications per question in English
Language site.

Figure 3.13: Fraction of answered clarifications per question in Science Fiction
site.

3.3.2 Useful Clarifications
Our analysis indicates that more than 79% of posts with an accepted answer have three or
fewer potential CQs answered by the Asker, regardless of the topic. The mean number of
answered potential CQs per post is 1.13, with a mode value of 1 for all sites. Our findings
showed that potential CQs answered by the Asker increase the chance of a post obtaining
an accepted answer. Therefore, for the rest of this analysis, we consider a potential CQ as
useful if it is answered by the Asker and the post receives an accepted answer. We consider
a potential CQ as non-useful if it is left unanswered, but the post still obtained an accepted
answer, i.e. answering the question was unnecessary to address Asker’s information need.

We also examine the elapsed time between posting a CQ, the CQ receiving an answer,
and the post obtaining an accepted answer to investigate if there is any relationship between
them. However, we have not observed any noticeable trend. This is perhaps because Stack
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Exchange is an online platform, and the users are located worldwide, so periods of activity
can vary substantially.

In the previous subsection, we started to investigate what potential CQs are useful in
terms of helping a post obtain an accepted answer. In this section, we study clarification
usefulness using the manual annotation described in Section 3.2.2. We study what percent-
age of potential clarifications are actual CQs. We further investigate the potential CQs that
have informative answers or help the post to achieve an accepted answer.

Table 3.4 indicates which potential CQs were labelled as actual clarifications. We can
see that those answered by Askers are more likely to be actual CQs compared to those
answered either by a Responder or left unanswered. Table 3.4 also shows that the average
number of actual CQs varies across sites (71.6% in QF and 59.7% in SF, and 46.2% in
EL); the differences are statistically significant (two-tailed z-test, p < 0.00001 for SF and
EL sites; p = 0.0198 for QF and SF sites; and p = 0.0067 for EL and SF sites). The low
average number of actual CQs in the EL site in comparison to the other two suggests that
most of the CQs in this site might be a comment containing either sarcastic/humorous
questions, rhetorical questions, off-topic questions as explained in Section 3.2.2. This again
suggests that the nature of a topic and /or the nature of the user’s interest in those topics
could influence user behaviour regarding asking and responding to CQs.

Table 3.4: Percentage of Actual Clarification Questions.

Answerer QF EL SF

Asker 79.3 55.2 64.2
Responder 66.7 40.9 54.5
Unanswered 68.7 42.6 60.3
Average 71.6 46.2 59.7

We next investigate the usefulness of CQs in terms of their having an informative
answer and being valuable for the post and the accepted answer. In all four of the graphs in
Figure 3.14 we see that more than 90% of CQs answered either by the Asker or a Responder
have an informative answer. This shows that CQs normally receive informative answers
regardless of the topic. Figure 3.14 also demonstrates that the CQs answered by Askers
are more valuable for the posts compared to clarifications answered either by a Responder
or left unanswered. Moreover, such CQs are more valuable for the accepted answer in
comparison to those answered by a Responder. This highlights the importance of those CQs
which are answered by Askers. Findings from Table 3.3 in addition to the result presented
in Figure 3.14 show that although Responders contribute more to answer potential CQs in
the EL and SF sites compared to the QF site, their contribution in answering the CQs are
less valuable for the accepted answers.

The results from the manual annotation helped us to get a better understanding of how
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Figure 3.14: Characteristics of clarification questions answered either by the
Asker or a Responder.

a CQ can be considered as useful in obtaining an accepted answer or non-useful as below:

• Useful Clarification Questions: We consider a CQ useful if it is answered by the
Asker, has an informative answer, and is valuable for the post and the accepted answer.

• Non-Useful Clarification Questions: We consider a CQ as non-useful if it is left
unanswered and is not valuable for the post, but the post still receives an accepted
answer. This is because such CQs are not only lacking in value for the post but,
moreover, answering them is not necessary to address the information need originally
posted by the Asker.

The definition of useful and non-useful CQs can be applied in other studies on CQs
and on other platforms. This is because the usefulness is defined based on the successful
interaction with the user who submits the post and the answer to the clarification in this
study, whether it is useful for the post to obtain an accepted answer or not.
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3.3.3 Clarification Types and Patterns
Now, we analyse the extracted types and patterns of CQs based on the manual and automated
annotation processes described earlier. The six identified types of CQs are presented below:

• Ambiguity/Incompleteness: The CQ asks about an unclear part of the post. The post
is either ambiguous or some information is missing, which means further clarification
or more details are required. In such cases, asking a CQ may lead to the post being
revised (e.g. “How much money did you assume to start with?”)

• Confirmation: The Responder may ask a CQ to confirm her/his perception about
a piece of information in the post. In some other cases, the Responder may want
to emphasise important information in the post and confirm it with the Asker (e.g.

“Does it have to be a single word?”).

• General: The CQ is a general question that does not refer to any specific part of the
post. Such CQs can often be asked from all posts (e.g. “Would you like to make the
question more specific?”).

• Incorrectness: When the Responder thinks there is wrong information in the post,
this type of CQ is asked by the Responder to resolve the problem before providing
an answer (e.g. “Are you sure it is 62 and not 66?”).

• Paraphrasing: The Responder attempts to paraphrase the post by asking CQs to
make it more digestible and to understand the post correctly (e.g. “Are you asking
how to write an exchange simulator?”).

• Suggestion: The Responder asks CQs to draw the Asker’s attention to a specific
point, which can sometimes be a solution in the form of a suggestion, a reference, or
an example (e.g. “Can the book “Monte Carlo simulation in financial engineering”
by Glasserman help you?”).

Figure 3.15 shows the percentage of the type of the asked CQs in each site. It is evident
that all three sites show similar trends for all types except Suggestion in the SF site. We
can see that Ambiguity and Confirmation are the most common, followed by General and
Suggestion. It is not unusual to find out that the type of Ambiguity is the most common type.
This is because the CQs are mainly asked to eliminate any ambiguity or lack of information
in the post.

To answer whether all CQs are useful (RQ1), we learnt in subsection 3.3.2 that a CQ is
useful if it is answered by the Asker and helps the post to obtain an accepted answer. Now,
as a first step toward answering RQ2, which is characterising useful CQs, we investigate if
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Figure 3.15: Distribution of clarifications by type.

there is a relationship between the type of CQ, Asker interaction, and the likelihood of a
post obtaining an accepted answer. We define a series of measures as follows:

• ClarQType: The type of clarification question.

• ClarQAsker: A clarification question is answered by the Asker.

• PClarQType: A post contains a particular clarification type.

• PAccAns: A post contains an accepted answer.

We graph the following conditional probabilities:

• P(ClarQType | ClarQAsker): The conditional probabilities in Figure 3.16 show the
Ambiguity type is most answered by Askers, however, Ambiguity is the commonest
type of clarification question.

• P(ClarQAsker | ClarQType): Figure 3.17 indicates that relative to the number of
clarifications of each type, the probability of the Asker answering clarifications is
generally even across each site. There are some site-specific variations, however.

• P(PClarQType | PAccAns, ClarQAsker): Figure 3.18 shows that given that a post with an
accepted answer has a clarification question, which has been answered by the Asker,
the clarification has a high chance to be of type Ambiguity. However, this is because
clarification questions of this type are asked more.
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Figure 3.16: The probability of a clarification question that has a certain type,
given that the clarification question is answered by the Asker.

Figure 3.17: The probability of a clarification question being answered by the
Asker, given a particular clarification question type.

• P(PAccAns | PClarQType ,ClarQAsker): The graph of this conditional probability (Fig-
ure 3.19) shows that clarification type is less important to a post having an accepted
answer if the Asker answers a clarification question. We also see that when clarifica-
tion questions are answered in the EL and SF sites, regardless of the type, the post
gets an accepted answer almost always.
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Figure 3.18: The probability of a post having a particular clarification question
type, given that the post has an accepted answer.

Figure 3.19: The probability of a post having an accepted answer, given the
presence of a clarification question of a specific type.

In the final stage, we detect the patterns of useful CQs and investigate if there is any
relationship between CQs answered by the Asker, posts with an accepted answer, and the
type of CQs. We then compare and analyse the highest frequency patterns for the useful
and non-useful CQs. We noticed that the patterns exhibited by useful CQs align with the
top 20 identified patterns. This observation suggests that we have successfully identified
the patterns associated with useful CQs, irrespective of the size of the sampled dataset. We
also notice there are 65%, 65%, and 85% similarities in the most popular patterns (top 20
patterns) of the two sites of QF and EL; the two sites of QF and SF; and the two sites of
EL and SF, respectively.

We present the most popular patterns (the share and sequence of terms) of useful CQs
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with respect to the type of CQs, collectively extracted from three sites, in Figure 3.20. The
gaps in this figure are patterns with a low frequency compared to others, which are not shown.
The patterns “Is it (noun)” and “Is there a/any” in the type of Ambiguity/Incompleteness,
the pattern of “Do you mean” in the type of Confirmation, the pattern of “Can you give”
in the type of General, the pattern of “Are you asking/looking” in the type of Paraphrasing,
the pattern of “Are you sure” in the type of Incorrectness and the pattern of “Do you know”
in the type of Suggestion are the patterns with the highest frequency in the useful CQs.
We also observe that apart from the pattern of “Is it (noun)” which exists in both types of
Ambiguity/Incompleteness and Confirmation, there are no other similar patterns in different
types of useful CQs. Our pattern analysis also shows that more than 80% useful CQs can
be generated with 25 patterns. This finding suggests that the identified patterns can be used
in asking/generating useful CQs in information-seeking systems.

After studying the characteristics, types and patterns of useful CQs, we investigate
the differences between the pattern of useful and non-useful clarifications. We compare
popularity distributions of the patterns of the useful (P(x)) and non-useful CQs (Q(x)) by
computing point-wise Kullback-Leibler Divergence (DKL). The popularity of distribution
is based on the frequency of patterns. Figure 3.21 shows the top ten and bottom ten patterns
by DKL score. Positive-scored patterns are used more in useful CQs, while negative scores
are patterns used more in non-useful clarifications. Comparing Figures 3.20 and 3.21 shows
that there are some popular patterns that are shared in both useful and non-useful CQs.
However, some of them are more common in one group. For example, the patterns Do you
mean and What is/are (noun) are in popular patterns of useful CQs presented in Figure 3.20.
However, the pattern of Do you mean is more likely to be asked in useful clarifications. In
contrast, the pattern What is/are (noun) is common with non-useful clarifications.
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Figure 3.20: Popular clarification patterns grouped by type.

Figure 3.21: The top ten and bottom ten patterns by point-wise KL-Divergence,
(P(x)) is popularity distributions of the patterns of the useful clarification

questions and (Q(x)) is popularity distributions of the non-useful clarification
questions.

49



3. Useful Clarification Questions in Community Question Answering Forums

3.4 Discussion
We understood from Table 3.3 that there are notably fewer Responders answering in the QF
site compared to the other sites. We speculate that the nature of a site’s topic influences the
behaviour of users in engaging with CQs. In domains where expert knowledge is required,
e.g., QF, the questions are more specific, where the Asker is the only person who can
answer.

We also observed similar trends in three domains in terms of the number of asked
potential CQs per post with an accepted answer versus the percentage of potential CQs
that was answered by the Asker in each post. This observation contrasts with the findings
of Zou et al. [135], who investigated clarification question-based systems and showed that
Askers normally answer 11-21 CQs on average. We conjecture that underlying differences
between the analysed platforms account for this divergence: the architecture and the nature
of Zou et al. ’s system was different from a typical QA forum: while we investigate natural
language questions on QA forums, Zou et al. [135] performed their experiments in the
domain of the Amazon retail platform, where a user answered questions generated by the
system with a “Yes”, a “No” or a “Not Sure”, to find a target product to buy.

The usefulness of clarifications in this study was investigated using manual annotation,
and to enhance the accuracy of the analysis, we sampled 557 potential CQs with their
answers for labelling, which was more than double the sample size of the previous study
conducted by Braslavski et al. [14]. Our annotation showed that those CQs answered by the
Asker are more valuable in terms of adding value to the post and the accepted answer. The
findings led to the proposing of new definitions to distinguish useful and non-useful CQs.

As the first step towards understanding how to generate useful CQs in information-
seeking conversations, we attempted to find the type and patterns of such clarifications.
When we detected the type and patterns of the useful and non-useful CQs, we applied
them to all potential CQs in three investigated sites and found similar trends. While the top
20 patterns and related types of useful CQs extracted from manual annotation and useful
potential CQs extracted by the automatic classifier were found to be all the same, in type
recognition analysis presented in Figures 3.15 to 3.19 we only focused on potential CQs.
However, comparing the results with manually labelled CQs, we found that the results are
consistent.

Our type classification was also more detailed compared to previous studies [54, 14].
As mentioned in Chapter 2, the type of Reason proposed by Kato et al. [54] questioned
a general aspect of the post (General type) or an unknown aspect (Ambiguity type). We
decomposed it into the General and Ambiguity types. In addition, the types of Selection
and Check had noticeable similarities, and we merged them into the type Confirmation.
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The types More Info and Experience in previous studies were the same as our types of
Ambiguity/Incompleteness and Suggestion, respectively. In this work, we also introduced
two new types: Paraphrasing and Incorrectness.

We also noticed that there are some potential CQs in each type that are not actual
questions. For example, in the type of Suggestion, the Responder normally did not look for
any answer (e.g. “Monte Carlo simulation in financial engineering” by Glasserman help
you?). This case was found to be dominant in the type of Suggestion. Nevertheless, even
in our study, types may overlap in some cases, which means a CQ may belong to more
than one type. For example, the CQ “Have you considered using the Fama/French market
factor as a reference?” can fall into either the Confirmation or Suggestion types; in such
cases, it was assigned to both types.

Comparing our results with the previous study carried out by Braslavski et al. [14]
showed us the most frequent patterns are different when we investigate all CQs (regardless
of their answers) compared with those useful CQs that are answered by the Asker and help
the post to get an accepted answer. Even some of the most frequent patterns of general CQs
suggested by Braslavski et al. [14] fall into non-useful CQs (Figure 3.21). This highlights
the importance of distinguishing useful CQs from non-useful ones. The same thing was
observed in the types of CQs. The type of Ambiguity/Incompleteness was found to be
well above others in terms of frequency in the useful CQs, which is different from the
previous finding. It is worth noting that three completely different sites of Quantitative
Finance (from Business domain), English Language and Usage (from Culture/Recreation
domain) and Science Fiction and Fantasy (from Life/Arts domain), were chosen for this
study. While the nature of these domains is very different, we observed similar trends in
terms of user interaction and type and patterns of CQs. We also mentioned earlier that
there are 65%, 65%, and 85% similarities in the most popular patterns (top 20 patterns) of
the two sites of QF and EL; the two sites of QF and SF; and the two sites of EL and SF,
respectively. This suggests that the findings can be applicable to cross-domain.

3.5 Summary
As the first step toward the understanding of useful and engaging CQs in information-
seeking systems, in this chapter, we explored conversations extracted from multiple Stack
Exchange sites, studied human-generated CQs based on their answers, and provided in-
sights into useful clarifications–those whose answers help reach accepted answers of user
information needs. We also investigated their characteristics, including their types and
patterns, through a fine-tuned manual annotation. We examined and answered the following
research questions:
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• What clarification questions are more useful? (in terms of helping the Asker to get a
correct answer)?

– We found that many CQs are left with no answers. Furthermore, some of
them do not add value to the post, i.e., answering the user information needs is
independent of those clarifications. This shows that it is important to identify
and characterise useful clarifications. Therefore, we discerned useful CQs from
non-useful ones based upon the results.

• What are the characteristics of useful clarification questions?

– We classified useful CQs into different types based on user intents and extracted
their patterns. Our analysis showed that the type of Ambiguity/Incompleteness is
the most frequent compared to the other types, regardless of the topic. Moreover,
we showed that three other types, Confirmation, General and Suggestion, are
also useful for the post to obtain an accepted answer as they can lead to about
41.27% more successful resolution of information needs. Investigation of useful
and non-useful CQs showed that there are specific patterns, which are not only
the most common for useful CQs but also are less asked for non-useful CQs.
Such patterns can be employed by information-seeking systems for generating
CQs that are more likely to result in user engagement with a conversational
system.

In the next two chapters, we will look at model-generated CQs in a search engine to
provide a broad insight into what makes a CQ engaging from a user’s point of view.
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Chapter 4

Asking Engaging Clarification Question
in Search Engines: Task Formulation and
Limitations

In the previous chapter, we explored the role of human-generated clarification questions
(CQs) in community question-answering forums. We showed that a useful CQ has an
informative answer and is valuable for the post to obtain an accepted answer. In this chapter,
we shift our focus to investigating model-generated CQs in search engines.

4.1 Introduction
As the reliance on search engines continues to grow, the importance of effective information
retrieval has become increasingly paramount. While the Search Engine Results Page (SERP)
features play a crucial role in enhancing various tasks in the field of information retrieval,
including improving the user’s search experience, the relevance of search results, and
providing valuable insights into specific entities or concepts. They cannot address the
user’s information need when the query is complex or ambiguous. In such cases, one key
aspect of the search system can be the ability to ask CQs. Although clarification-generating
models are able to generate multiple CQs for a given query, they still face the challenge
of recommending the most effective CQ that is likely to engage the user from among
the various options generated. The ultimate goal of clarification generating and selecting
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Figure 4.1: Example of query and clarification pane (i.e., A clarification
question plus candidate answers).

models is to increase the probability of a user getting engaged with the CQ when the
retrieved documents are not satisfactory. In the absence of user interaction signals (online
evaluation) or human annotation (offline evaluation) for every generated clarification pane
(CP) (i.e., a clarification question and its candidate answers, see Figure 4.1) for a given
query in a real scenario, we aim to understand whether SERP features can help us identify
the most engaging clarification question from a user’s perspective or not.

Similar to other tasks in IR, any new clarification generating and selecting model
needs to be evaluated using both online and offline evaluations. Offline evaluations involve
testing a model using pre-collected datasets and predefined evaluation metrics, while online
evaluations involve testing a model using real-time data and user interactions.

The reason why offline evaluations are preferred over online evaluations is that they pro-
vide a controlled environment for testing and fine-tuning a model. With offline evaluations,
researchers can test a wide range of model variations and evaluate their performance without
the influence of external factors such as user behaviour or changes in the data distribution.
This allows researchers to quickly and efficiently evaluate and compare different models,
which can save time and resources. However, while offline evaluations are useful for initial
testing and fine-tuning, they are not always a reliable indicator of a model’s performance in
a real-world scenario. This is where online evaluations come in. By testing a model in a live
environment, researchers can assess its performance in real time and collect data on user
behaviour and interactions. This data can be used to further improve the model and identify
areas where it may be lacking. However, it is important to have a clear understanding of
how online and offline evaluations correspond with each other. Otherwise, any conclusion
might be misleading. In this chapter, we aim to address two research questions as follows:

• Can the SERP feature help us identify the most engaging clarification question from
a user’s Perspective?

• Is there any relationship between online and offline evaluations in search clarification
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using the MIMICS dataset (the only search clarification dataset)?

To answer the first research question, we focus on the Microsoft Bing search engine
that presents a clarification pane to the user after submitting a query. The user then is free
to engage with the CP if the landing results (retrieved documents) are not satisfactory to
narrow down the search results. We formulate the task of identifying the most engaging
clarification pane (MECP) for a given query as a learning-to-rank (LTR) problem using
SERP features. We train and test the LTR models on the MIMICS dataset, which is the
only available search clarification dataset containing both online and offline evaluations
for clarification panes. The MIMICS dataset also provides us with the opportunity to
investigate the relationship between online and offline evaluations in search clarification to
answer the second research question by training the LTR model using the online dataset
and testing on the offline dataset and vice versa.

4.2 Methodology
In this chapter, our aim is to propose a model to perform the task of ranking the CPs and
identifying the top one for a query using the MIMICS dataset [125]. The MIMICS dataset
is a collection of clarification datasets sampled from the Bing query logs. The evaluation
metrics are overall user engagement level and graded quality labels of clarification questions.

The MIMICS dataset provides a set of information for each query-clarification pair
including query context, retrieved document title, retrieved document snippet, related
search context, video title, and video description. As described in Chapter 2, this dataset
consists of three datasets as below:
MIMICS-Click: Includes over 400,000 unique queries, their associated CPs, the corre-
sponding aggregated user interaction signals including an Impression Level (low, medium,
or high), an Engagement Level (i.e., an integer between 0 to 10 presenting the level of total
engagement received by users in terms of click-through rate), and the conditional click
probability for each individual candidate answer. This dataset contains queries with only
one CP.
MIMICS-ClickExplore: Includes over 60,000 unique queries. Similar to MIMICS-Click, it
contains queries’ associated CPs, the corresponding aggregated user interaction signals and
the conditional click probability for each individual candidate answer. However, contrary
to MIMICS-Click, this dataset contains queries with multiple CPs.

Each query is associated with multiple CPs in addition to the user interaction signals,
similar to MIMICS-Click.
MIMICS-Manual: Includes over 2,000 unique search queries with multiple CPs, landing
results pages, and manually annotated quality labels (i.e., the label is assigned based on how
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fluent and grammatically correct the CP is and how accurately the CP addresses different
intents of the query. Each CP is given a label 2 (Good), 1 (Fair), or 0 (Bad).

Since the aim of this study is to rank clarification questions for each query, we only focus
on MIMICS-ClickExplore and MIMICS-Manual containing queries with multiple CPs,
contrary to MIMICS-Click, which contains queries with only one CP. MIMICS-ClickExplore
can be seen as a dataset for online evaluation because it contains signals based on user
engagement with Bing CPs. However, MIMICS-Manual contains manual expert annotations
for clarification quality, and it follows the traditional approach for offline evaluation.

A close look at the MIMICS-ClickExplore dataset unveils that there are several queries
that have two identical CPs but with different Impression or Engagement levels. One
CP has to be eliminated from every two identical CPs for a given query in the MIMICS-
ClickExplore dataset, as it is not possible for a unique CP receives two different impression
or engagement levels. This cleaning process leaves 708 queries with only one CP that
cannot be used in the task of ranking search clarification and has to be removed from
the dataset. Therefore, of 64,007 initial queries, only 63,299 queries can be used in this
study. We also notice there are several queries that their associated CPs have received the
same Engagement levels. These queries are also not suitable for the task of identifying
the MECP as ranking the list of CPs based on the Engagement has to be random, making
them inappropriate to be considered as ideal ranked lists. We also removed these queries,
leaving the dataset with only 61,222 queries for this study.

There is no repetitive query-clarification pair in MIMICS-Manual; however, the majority
of queries in this dataset have only one CP or all their CPs receive the same quality label.
Consequently, this dataset only contains 66 queries useful for this study, a major limitation
of MIMICS-Manual. Table 4.1 shows the statistics of the datasets.

4.2.1 Task Formulation
To answer the research question, first, we study any relationship between SERP elements
and the Engagement Level (provided in MIMICS-ClickExplore) and Overall Quality label
(provide in MIMICS-Manual) of CPs. In other words, we investigate if SERP elements can
help us rank the CPs similar to the ideal CP ranked lists created based on our ground truths,
Engagement Level and Overall Quality. The main inputs to LTR models are TF-IDF with
Cosine Similarity [85], BM25 [90] and Overall Match algorithms [40] and query length.
An extensive set of features and their combinations are explored – 110 features in total, as
shown in Table 4.2.

We also generate two Non-SERP features of “Number of options for each clarification
question” and “Is a clarification question a question or a statement?” to distinguish two
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Table 4.1: Statistics of the datasets.

Property MIMICS- MIMICS-
ClickExplore Manual

No. of unique queries 64,007 2,464
No. of CPs per query 2.64 ± 1.11 1.15 ± 0.36
Min. no. of CPs per query 2 1
Max. no. of CPs per query 89 3
No. of deleted queries with 708 (1.11%) 0at least two identical CPs
No. of unique queries after 63,229 2,464removing repeated queries
No. of unique queries 63,299 367 (2097 queries
with more than two CPs with only one CP)
No. of unique queries with

61,222 66more than two CPs and at least
one CP with a different Engagement Level
No. of queries without 7,585 14the related search
No. of queries without video 7,544 52
No. of queries without 1,142 3related search and video

clarification panes generated for a query and also to consider the format of the clarification
question itself. The features are linearly normalised based on their min/max values. The
code for extracting these features and their descriptions are available on GitHub1.

Several LTR algorithms, including MART, RankNet, RankBoost, Coordinate Ascent,
LambdaMart, and Random Forests, are employed in this study to perform the task of
ranking CPs. A brief description of each algorithm is provided below:

• MART [37]: Mart is a Multiple Additive Regression Tree, which is a boosted predic-
tion model formed from an ensemble of decision trees.

• RankNet [16]: RankNet uses a neural net as its function class, and feature vectors
are computed for each query/clarification pair.

• RankBoost [36]: This algorithm searches for a weak learner that maximises the
pairwise ranking accuracy. The accuracy is defined as the number of document pairs
that receive the correct ranking.

• Coordinate Ascent [107]: Coordinate Ascent is a gradient-based listwise method
that directly optimises mean average precision (MAP).

1https://github.com/Leila-Ta/Clarification-LTR-Features

57

https://github.com/Leila-Ta/Clarification-LTR-Features


4. Asking Engaging Clarification Question in Search Engines: Task Formulation and Limitations

Table 4.2: LTR Features and Feeding Inputs.

Type Feature Input 1 Input 2 # of Features

SERP

- TF-IDF using
Cosine Similarity
- BM25 Similarity
- Overall Term-Matching

Query CP

CQ
+
Candidate answer #

18Document Title
Related search

18@5: 90Video title
Video description
Snippet

Non-SERP

Number of candidate answers
for each clarification question Not applicable Not applicable 1

Is a clarification question
a question or a statement?

Question: 1
Statement: 0 Not applicable 1

• LambdaMart [116]: This algorithm employs gradient boosting or MART. The gradi-
ent function is the loss function and is called the lambda function.

• RandomForests [15]: Random Forests are a collection of tree-based regressors where
each of them casts a prediction for a given input instance. The final prediction is the
arithmetic mean of the scores, which is produced by the regressors in the forest.

We train and tune the employed LTR models in a cross-validation manner. We use a
10-fold split of the training set into training and development sets. The models are trained
on one dataset and then tested on the same dataset. To normalise each feature, we use linear
normalisation based on its min/max values.

4.2.2 Experimental Results
In this section, we answer two research questions we discussed earlier.

Using SERP Feature to Identify the Most Engaging Clarification
Pane from a User’s Perspective
We first rank clarification panes in the MIMICS-ClickExplore dataset using the Engagement
Level and in the MIMICS-Manual dataset using the Overall Quality. Next, the CPs for each
query are ranked using the LTR models and the generated features. Then, we compare two
ranked lists (i.e., clarification ranked lists created by LTR models and ideal clarification
ranked lists created based on either Engagement Level or Quality Label for the queries in
MIMICS-ClickExplore and MIMICS-Manual datasets, respectively).

It is essential to have appropriate evaluation metrics that can accurately measure the
performance of the LTR models in creating ranked lists. In information retrieval, precision
and mean reciprocal rank (MRR) are two commonly used metrics to evaluate the effective-
ness of ranked lists. Precision measures the fraction of relevant items in the top k results
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Table 4.3: Performance of LTR models based on P@1, trained and tested on
MIMICS-ClickExplore. The ground truth is the ranked lists based on the Engage-
ment Level.

LTR Models
Features All Features SERP Features Non-SERP Features

MART 0.431† 0.448† 0.477†
RankNet 0.439† 0.476† 0.490†
RankBoost 0.474† 0.497† 0.572†
Coordinate Ascent 0.454† 0.472† 0.474†
LambdaMART 0.437† 0.469† 0.456†
RandomForests 0.433† 0.449† 0.481†
Mean 0.440 0.469 0.492
Random Ranker 0.325 0.346 0.377

† Significantly different from the Random Ranker baseline (Student’s t-test, p<0.05).

of a ranked list, where k is a fixed threshold. MRR is calculated by the position of the
top-rated document, here clarification pane, according to the Engagement Level or Quality
Label, depending on the dataset being used for evaluation. These metrics provide valuable
insights into the relevance and accuracy of the ranked lists, allowing us to determine which
list performs better for a given task.

Tables 4.3 and 4.4 present the values of precision for each LTR model on both datasets
considering different types of features. We can see from this Table that the LTR models
except LambdaMART model performed better when using Non-SERP features as the input
features for the models, although their better performances were marginal. Our first research
question was to investigate whether the SERP features improve the task of identifying the
MECPs, and this experiment showed that it seems SERP features have no positive impact
on the task. However, We also randomly ranked the CPs using a Random Ranker, and
we observed that LTR models performed better than a Random Ranker. Table 4.4 shows
the performance of LTR models on the MIMICS-Manual dataset. The performance of
LTR models considering SERP features started to show some improvements for some LTR
models. However, the improvements were not significantly different.

We showed in Table 4.2 that we used Related search and Video title or description as two
SERP-based inputs for LTR models. However, an investigation of MIMICS-ClickExplore
shows that about 22.12% of queries have no related search or video (perhaps this is a
limitation of the dataset), which may impact the performance of the LTR models. Therefore,
in the second step, we repeat the experiment without considering the related search- and
video-based features. Tables 4.5 and 4.6 show the results of the experiments on the MIMICS-
ClickExplore and MIMICS-Manual datasets, respectively. Comparing Tables 4.5 and 4.6
with Tables 4.3 and 4.4 does not show any significant changes in the performance of LTR
models. The findings indicate that using SERP features as inputs for LTR models cannot
enhance the task of ranking CPs and identifying the MECPs.
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Table 4.4: Performance of LTR models based on P@1, trained and tested on
MIMICS-Manual. The ground truth is the ranked lists based on the Overall Quality
label.

LTR Models
Features All Features SERP Features Non-SERP Features

MART 0.489† 0.497 0.499†
RankNet 0.530† 0.529† 0.527†
RankBoost 0.473† 0.518† 0.565†
Coordinate Ascent 0.448† 0.499 0.491†
LambdaMART 0.464† 0.518† 0.507†
RandomForests 0.525† 0.486 0.418
Mean 0.488 0.508 0.501
Random Ranker 0.365 0.446 0.439

† Significantly different from the Random Ranker baseline (Student’s t-test, p<0.05).

Table 4.5: Performance of LTR models based on P@1, trained and tested on
MIMICS-ClickExplore, without considering the related search- and video-based
features. The ground truth is the ranked lists created using the Engagement Level.

LTR Models
Features All Features SERP Features Non-SERP Features

MART 0.415† 0.445† 0.468†
RankNet 0.417† 0.477† 0.486†
RankBoost 0.444† 0.493† 0.565†
Coordinate Ascent 0.444† 0.458† 0.467†
LambdaMART 0.424† 0.457† 0.449
RandomForests 0.417† 0.445 0.470†
Mean 0.427 0.463 0.484
Random Ranker 0.355 0.340 0.361

† Significantly different from the Random Ranker baseline (Student’s t-test, p<0.05).

Comparing MIMICS-ClickExplore with MIMICS-Manual shows that while the engage-
ment level varied between 0 to 10, only the values of 0, 1 and 2 could be assigned to the
Overall Quality label. These different scoring may impact the performance of LTR models
on the MIMICS-ClickExplore with MIMICS-Manual datasets. Therefore, in the third round,
we repeat the experiments on the MIMICS-ClickExplore dataset using all features as the
inputs for the LTR models but with a new arrangement for the Engagement Level. The
original Engagement Levels are mapped as below:

Engagement Level = [0]→ [0]
Engagement Level = [1, 2, 3, 4, 5]→ [1]
Engagement Level = [6, 7, 8, 9, 10]→ [2]

Figures 4.2 and 4.3 present the changes in the performance of the LTR models after
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Table 4.6: Performance of LTR models based on P@1, trained and tested on
MIMICS-Manual, without considering the related search- and video-based features.
The ground truth is the ranked lists created using the Overall Quality label.

LTR Models
Features All Features SERP Features Non-SERP Features

MART 0.425† 0.502† 0.513†
RankNet 0.404† 0.548† 0.532†
RankBoost 0.425† 0.524† 0.565†
Coordinate Ascent 0.420† 0.510† 0.505†
LambdaMART 0.411† 0.502† 0.540†
RandomForests 0.417† 0.513† 0.518†
Mean 0.417 0.517 0.529
Random Ranker 0.461 0.474 0.406

† Significantly different from the Random Ranker baseline (Student’s t-test, p<0.05).

the Engagement Level mapping in the MIMICS-ClickExplore dataset for three scenarios of
considering all features, only SERP features and only Non-SERP features with and without
using related search and video-based features. It is evident that the performance of the
LTR models on the MIMICS-ClickExplore dataset enhanced to some extent but yet well
below their performances on the MIMICS-Manual dataset. The improvement was found to
be significantly different according to Student’s t-test, p<0.05. In conclusion, the average
performance of LTR models in terms of P@1 showed that the SERP features cannot support
the task of identifying the MECP for a given query.

Figure 4.2: Performance of LTR models after mapping the Engagement Level
considering the related search- and video-based features.
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Figure 4.3: Performance of LTR models after mapping the Engagement Level
without considering the related search- and video-based features.

Relationship Between Online and Offline Evaluations in Search
Clarification
In all experiments so far, the LTR models were trained on one dataset and tested on the
same dataset to focus solely on the impact of the SERP features on the task of ranking CPs
and selecting the MECP. Here, we aim to investigate the relationship between online and
offline evaluations in search clarification to answer the second research.

We now train LTR models on MIMICS-ClickExplore and evaluate them on both
MIMICS-ClickExplore and MIMICS-Manual and compare the performance of the models
when we consider all features as the models’ input. We repeat this experiment contrariwise
and train LTR models on MIMICS-Manual and evaluate them again on both MIMICS-
Manual and MIMICS-ClickExplore. When the test dataset is MIMICS-ClickExplore, our
ground truth is the Engagement Level, and when the test dataset is MIMICS-Manual, our
ground truth is Overall Quality label.

At this stage, we also measure the MRR metric as the second evaluation criterion.
Tables 4.7 and 4.8 show the results of the experiments. According to the results shown
in 4.7, the performance of the different models, when trained on MIMICS-ClickExplore
and tested on the MIMICS-Manual dataset, varies substantially across models (in terms
of both P@1 and MRR), while this is not the case for the models when trained and tested
on MIMICS-ClickExplore. On MIMICS-ClickExplore, RankBoost and Coordinate Ascent
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perform similarly, while there is a substantial difference between their performance on
MIMICS-Manual. On the other hand, RandomForests performs better than Coordinate
Ascent on MIMICS-Manual, which is not the case on MIMICS-ClickExplore. We carried out
a t-test between the model effectiveness scores on the ClickExplore and Manual collections,
respectively, with a threshold of p < 0.05 to determine significance. For ClickExplore, 11
of 15 pairwise tests show significant differences for P@1, and 8 of 15 pairwise tests show
significant differences for MRR.

We observed the same situation when we trained the models on MIMICS-Manual and
then evaluated them on the MIMICS-ClickExplore and MIMICS-Manual. For example, in
Table 4.8, we can see RankNet performs relatively well when the test dataset is MIMICS-
Manual, while it shows the poorest performance on MIMICS-ClickExplore. The number of
significant pairwise differences also shows variations, with 2 of 6 for P@1 on MIMICS-
ClickExplore and MIMICS-Manual and 2 versus 1 for MRR on MIMICS-ClickExplore and
MIMICS-Manual, respectively, when the training dataset changed for a model. We can also
observe that when we removed the queries that have the same Overall Quality label, the
performance of the LTR models, when they were trained and tested on the MIMICS-Manual,
dropped dramatically (comparing Table 4.8 with Table 4.4), confirming the hypothesis we
had. Comparing Tables 4.7 and 4.8 also shows that the values of P@1 and MRR are in the
same order, indicating the performance of the LTR models is independent of the training
dataset.

Differences between using the online and offline datasets in this study are further
highlighted when examining the weight of each feature learned by an LTR model from
each dataset. We focus on RankBoost according to Table 4.7, which has produced the
best overall performance. Similar observations hold for the top features selected by other
models as well. Table 4.9 shows the top 10 features with the highest weights according
to RankBoost when it was trained on the MIMICS-ClickExplore and MIMICS-Manual

Table 4.7: Performance of LTR models trained on MIMICS-ClickExplore. (Sig-
nificance test results are explained in the text.)

Model P@1 MRR
Testing Dataset ClickExp. Manual ClickExp. Manual
MART 0.415 0.394 0.667 0.697
RankNet 0.417 0.409 0.668 0.705
RankBoost 0.444 0.606 0.683 0.803
Coordinate Ascent 0.444 0.424 0.683 0.712
LambdaMART 0.424 0.561 0.671 0.780
RandomForests 0.417 0.455 0.667 0.727
Mean 0.427 0.475 0.673 0.737
Random Ranker 0.301 0.330 0.540 0.600
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Table 4.8: Performance of LTR models trained on MIMICS-Manual. (Signifi-
cance test results are explained in the text.)

Model P@1 MRR
Testing Dataset ClickExp. Manual ClickExp. Manual
MART 0.425 0.485 0.673 0.742
RankNet 0.404 0.530 0.660 0.765
RankBoost 0.425 0.439 0.672 0.720
Coordinate Ascent 0.420 0.424 0.669 0.712
LambdaMART 0.411 0.439 0.664 0.720
RandomForests 0.417 0.561 0.667 0.780
Mean 0.417 0.480 0.667 0.740
Random Ranker 0.300 0.346 0.541 0.660

Table 4.9: The top 10 features with the highest weight learned by RankBoost
from MIMICS-ClickExplore and MIMICS-Manual.

Training on MIMICS-ClickExplore (online) Training on MIMICS-Manual (offline)

BM25 (Query, Clarification Question + Option2) CosinSimilarity_TF-IDF (Query, Clarification Question +
Option1)

BM25 (Query, Clarification Question + Option1) BM25 (Query, Clarification Question + Option4)
CosinSimilarity_TF-IDF (Query, Clarification Question +
Option2)

BM25 (Query, Clarification Question + Option5)

CosinSimilarity_TF-IDF (Query, Clarification Question +
Option1)

BM25 (Related Search, Clarification Question + Option5)

The clarification is a Statement or a Question BM25 (Clarification Pane, Query)
BM25 (Clarification Pane, Query) BM25 (Query, Clarification Question + Option3)
CosineSimilarity_TF-IDF (Clarification Pane, Query) BM25 (Video Title, Clarification Question + Option5)
Overall Matching Terms (Clarification Pane, Query) CosineSimilarity_TF-IDF (Video Title, Clarification Ques-

tion + Option4)
Overall Matching Terms (Snippet, Clarification Question +
Option1)

Overall Matching Terms (Related Search, Clarification Ques-
tion + Option5)

BM25 (Video Description, Clarification Question + Option2) BM25 (Video Title, Clarification Question + Option1)

datasets, respectively. It is striking that only two out of ten features are shared across the
datasets, suggesting that RankBoost learned substantially different ranking functions from
MIMICS-ClickExplore and MIMICS-Manual, even though the available features were the
same.

4.2.3 Discussion: Limitations of Existing Resources
Exploring the MIMICS dataset [125], the largest search clarification dataset that was
collected from Bing log data, shows that less than 30% of CPs receive positive engagement,
indicating the current practice of asking clarification questions from users to narrow down
the search result is not yet successful. We showed in Chapter 2 that Sekulić et al. [95] aimed
to predict the Engagement Level for the CP in MIMICS-Click using a BERT-based model and
investigated the impact of SERP elements on the model performance. They formulated the
task as a supervised regression. While their model outperformed some baselines in terms of
predicting CP user engagement, it could not achieve any Coefficient of Determination (R2)
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better than 0.1124. They also observed that their ELBERT model, trained with different
combinations of SERP elements, performed better when only query or query-pane settings
were used. Later, Lotze et al. [71] followed the same approach to predict the Engagement
Level and then coupled the model with RankNet to rank generated CPs for a given query in
MIMICS-ClickExplore. The RankNet model they tested on MIMICS-ClickExplore achieved
an MRR value of 0.620. However, our study using the RankNet model with all defined
input features obtained an improved MRR value of 0.668 (Table 4.7). Comparing these
two studies, we performed relatively better in ranking CPs for a given query. However,
if we consider P@1 as an evaluation metric for identifying the MECP for a given query
(putting the MECP in the first place), the LTR models with SERP information as input were
unsuccessful, with low P@1 values around 0.420-0.500. This was observed regardless of
training and testing on MIMICS-ClickExplore or MIMICS-Manual datasets. This highlights
the need to gain more insights into the characteristics of the MECP to successfully identify
it, which is crucial for enhancing search engine performance in meeting user information
needs.

The different performances of the models when we changed the training dataset from
MIMICS-ClickExplore to MIMICS-Manual unveil the impact of the evaluation strategy for
the task of generating and selecting CPs. While the MIMICS-ClickExplore dataset is an
online dataset (i.e., containing CTR information, an explicit signal of user engagement with
a CP), MIMICS-Manual is an offline dataset as it contains the human annotation on the
quality of the CPs. The different performances of the same LTR models with the same input
features on online and offline datasets raise a red flag that the evaluation of clarification
generation and ranking models needs to be carried out with caution.

To the best of our knowledge, MIMICS is the only data collection that provides both
online and offline signals for evaluating search clarification; however, its limitations are a
barrier to drawing any robust conclusion on the relationship between online and offline
evaluations or advancing other investigations in search clarification. We ideally require
queries that exist in both online and offline datasets. However, a close look at both datasets
shows there were 204 query-clarification pairs collectively in the MIMICS-Click and
MIMICS-ClickExplore datasets, including queries with single clarification panes, which
we could find the same ones in the MIMICS-Manual dataset. Even in this small dataset,
there are many queries that associated clarification panes had the same Engagement Level,
which cannot be used for such comprehensive analyses. In total, there are only 106 query-
clarification pairs shared between MIMICS-Manual and MIMICS-ClickExplore. One
cannot draw conclusions based on an analysis of 106 query-clarification pairs with the
limitation mentioned above, and thus, tasks related to search clarification suffer from a lack
of available resources for both online and offline evaluations.
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4.3 Summary
In this chapter, we focused on the task of identifying the most engaging clarification pane
for a given query. We formulated this task as a learning-to-rank problem using several LTR
models. We defined a series of features based on the query, SERP information and the
clarification pane to feed the models. We trained and tested the models on two available
clarification datasets of MIMICS-ClickExplore and MIMICS-Manual and evaluated the
performance of the models in terms of how accurately the models can create the clarification
ranked lists similar to the ideal ranked lists created based on the Engagement Level, a click-
through rate signal, and the quality of CPs, labelled through manual annotation.

We showed that although MIMICS datasets, as the only available search clarification
dataset to date, opened new opportunities to investigate the task of ranking multiple CPs for
a given query in a search engine, the absence of an enriched dataset that is a collection of
user interaction with the CPs in addition to the information about the characteristics of CPs
have impeded further progress. Advancing the state of the art in generating, selecting, and
presenting CQs is tightly coupled with developing effective evaluation methodologies and
resources for their quantitative assessment. Examining existing public resources for search
clarification demonstrated that they are not sufficient for a multi-dimensional evaluation of
search clarification methods. The outcome of the experiments and the limitations of the
available search clarification datasets motivate us to develop a new dataset that not only
provides valuable information about the characteristics of the most engaging clarification
panes from a user’s point of view it can also be used for training and testing generating and
selecting models in addition to study of online and offline evaluations in search clarification.
This dataset is called MIMICS-Duo and will be introduced in the next chapter.
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Chapter 5

Introducing MIMICS-Duo: A Dataset for
Online and Offline Evaluation of Search
Clarification

In Chapter 4, we showed that resources for training and evaluating search clarification
methods are not yet sufficient. This motivated us to develop a new multi-dimensional search
clarification dataset. We introduce MIMICS-Duo1, a new freely available dataset of 306
search queries with multiple clarifications (a total of 1,034 query-clarification pairs) that
are sampled from MIMICS ClickExplore [125]. MIMICS-Duo contains online signals, such
as user engagement based on click-through rate (CTR) and fine-grained annotations on
clarification questions (CQs) and their candidate answers that enhance the existing MIMICS
datasets by enabling multi-dimensional evaluation of search clarification methods.

MIMICS-Duo can be used for training and evaluating many search clarification tasks:
generating CQs; ranking clarification panes (CPs); re-ranking candidate answers; unbiased
click models and user engagement prediction for clarification; and analyzing user interac-
tion with search clarification. This newly introduced dataset also helps us establish the
relationships between different aspects of clarification panes, which can be used for further
improvement of generating and asking clarification models.

1MIMICS-Duo is available at https://github.com/Leila-Ta/MIMICS-Duo
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5.1 Data Sampling from MIMICS-ClickExplore
We use the MIMICS-ClickExplore dataset that contains the corresponding aggregated
user interaction signals (i.e., Impression Level, Engagement Level, and conditional click
probability) for queries with multiple CPs. As the first selection criterion, we discard the
queries that had two CPs, as they are not good candidates for ranking CPs and are not
helpful for establishing any relationship between online and offline evaluations in search
clarification. The query length (number of words in each query) in this dataset varied
between 1 and 9.

To create a new diverse search clarification dataset, we divide the queries and related
CPs into nine sub-classes based on the query length. Next, we subdivide all queries in
each bin of query length based on the highest Engagement Level obtained by one of the
associated CPs. After the data pre-processing described in Chapter 4, every query has one
CP that has the highest Engagement Level compared to other panes in the set, and this
highest level varies between 1 to 10 (e.g., if the highest Engagement Level of a CP is one,
then the Engagement Level of others for a given query is zero).

Finally, we create the MIMICS-Duo dataset that contains almost 11% from each query
length bin and 10% from each Engagement Level bin, depending on availability. Also,
wherever possible, we select query-clarification pairs that have different Impression Levels.
This process leads to a collection of 306 queries with at least three CPs (1,034 query-
clarification pairs) that have diversity in query length and Engagement Level. This dataset
has the same format as the MIMICS dataset for simplicity in any analyses and comparisons
in the future. The statistics of MIMICS-Duo dataset are presented in Table 5.1. In order
to have a representative dataset, we attempt to select queries with the highest diversity in
terms of Engagement Level, Impression Level, options and the number of options in their
CPs.

Table 5.1: Statistics of MIMICS-Duo dataset.

Number of queries 306
Number of query-clarification pair 1,034
Number of clarifications per query 3.38±0.68
Min & max clarifications per query 3 & 8
Number of candidate answers 3.59±1.2
Min & max number of candidate answers 2 & 5
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5.2 Task Design
To create MIMICS-Duo that overcomes the shortcomings of the current search clarification
datasets, we conduct online experiments2 through Human Intelligence Tasks (HIT) on
Amazon Mechanical Turk3 (AMT) and Qualtrics4 to gather labels.

We designed three tasks to collect judgements from AMT workers on CPs related to
queries and search engine results pages. We then analyse the correlation between collected
labels and the Engagement Level of CQs and the click-through rate of candidate answers.
The tasks are designed to capture overall CP preference and their quality and characteristics.
Figure 5.1 shows an overview of the three tasks in this study.

Figure 5.1: An overview of the three steps of the data collection.

Since the entire process is conducted online, it is necessary to prepare the instruction
for each task in plain English, which is fully digestible for any worker with any level of
education, and avoid academic and, in particular, information retrieval terms. We provide
the required information about the survey’s aim, steps that need to be taken, and the number
of questions.

AMT workers are redirected to Qualtrics to complete the tasks. This is to ensure we
create a professional and user-friendly interface for the tasks. Each task has five components
(i) the informed consent, including the IRB approval number and participant information
sheet, (ii) the instruction, (iii) the survey body (i.e., the task itself), (iv) a feedback page,
and (v) a completion code generator on the last page.

Task 1 (Offline Rating): Clarification panes preferences.
We provide workers with a query and its top eight retrieved document summaries provided
in MIMICS-ClickExplore. Workers are then presented with multiple (varied between 3 to 8
depending on the query) CPs for that query and asked to rate them using a 5-star rating.

2Reviewed and approved according to Anonymous University IRB procedures for research involving
human subjects. The IRB approval number is 66-19/22334.

3https://www.mturk.com
4https://www.qualtrics.com
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We aim to simulate online user clicks in our task by showing all generated CPs for a given
query at once. So the workers could rate them based on their preferences.

This Task also includes an attention check: before the workers are asked to rate the
CPs, we show them all CPs and ask them to write down the number of CPs that have been
generated for the given query. If a worker gives an invalid answer, the HIT is rejected, and
the worker is blocked from completing further HITs. In total, 306 queries with multiple
CPs (306 HITs) were launched on AMT.

Task 2 (Quality Labelling): Overall quality of clarification pane
(i.e., CQs and their candidate answers).
Workers are shown a query and its top eight retrieved document summaries provided in
the MIMICS-ClickExplore dataset. A single CP is shown to workers, and they are asked to
rate the overall quality of that CP, as well as its individual candidate answers. This task
is analogous to the ratings made in the MIMICS-Manual dataset; however, recall that the
overlap of those queries with MIMICS-ClickExplore was insufficient to enable meaningful
exploration of the relationship between user engagement and the quality of CPs. This
task is designed to overcome the limitations of the MIMICS dataset. The overlap between
MIMICS-Manual with MIMICS-Click and MIMICS-ClickExplore datasets was small (only
201 query-clarification pairs, including queries with tied CPs), not large and diverse enough
to establish any knowledge about the relationship between the user engagement and the
quality of CPs. The manual annotation is similar to MIMICS-Manual to collect the quality
labels for CPs, but a CQ or a candidate answer is assessed on a 5-level rating scale (1 (very
bad), 2 (bad), 3 (fair), 4 (good), and 5 (very good)) compared to a 3-level rating in the
MIMICS dataset. A wider range of labelling helps get more accurate labels for CPs.

Similar to Task 1, this task also has two attention check questions to ensure a high level
of quality for each HIT. In total, 1,034 query-clarification pairs (1,034 HITs) are launched
on AMT.

Task 3 (Aspect Labelling): Specific quality measures of clarifi-
cation panes.
Workers are again provided with a query and its top eight retrieved document summaries,
together with a single CP and asked to judge the Coverage, Diversity, Understandably, and
Candidate Answer Order of the CP. While the MIMICS-ClickExplore dataset showed that
all CPs generated for a given query did not receive the same user Engagement Level, it
doesn’t provide information to explore the characteristics that may lead to these differences.
To address this critical question, Aspect Labelling is carried out in this research. Since
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the Bing search engine generated CPs in a multi-choice question format and not in full
sentences, the aim is to investigate whether the CP is understandable and whether the
presented candidate answers are diverse enough and cover all possible query intents or not.
Also, the importance of the order of the candidate answers is evaluated. The overall goal
is to gather data about key characteristics of CPs, support research into their relationship
with Engagement Level, and be able to generate more engaging CPs. The findings can
also support the re-ranking of CPs. Workers rate each aspect on a 5-level scale: strongly
disagree, somewhat disagree, neither agree nor disagree, somewhat agree and strongly agree
to answer the following questions, based on seeing the query and the top eight retrieved
documents:

1. Does the clarification pane have a high coverage for the given query?

2. Does the clarification pane have a high diversity for the given query?

3. Is the clarification pane understandable for the given query?

4. Does the clarification pane have the correct order for the given query?

To ensure that the workers understand the definition of each aspect, descriptive exam-
ples for each question, showing CPs with high and low coverage, high and low diversity,
understandable and non-understandable CPs, and with and without correct orders5 are
presented to the workers. This task also has two gold questions to keep the quality of the
collected data as high as possible. In total, 1,034 query-clarification pairs (1,034 HITs) are
launched on AMT.

5.3 Pilot Tasks
We launched two series of AMT pilot surveys, containing nine HITs for Task Offline Rating,
32 HITs for Tasks Quality Labelling, and 32 HITs for Task Aspect Labelling. These pilots
enabled us to analyse the flow of the tasks, estimate the required time to finish each task,
collect the workers’ feedback, check the quality of collected data, and revise the tasks if
needed. For instance, we optimised the layout, task examples, and attention check questions
(gold questions) with the aim of high validity throughout the tasks, which led to a high
success rate of 89%, 91%, and 100% for Offline Rating, Quality Labelling and Aspect
Labelling, respectively, at the end of the second pilot survey. The feedback obtained from
workers during both pilot runs and the main surveys confirmed that the task and examples
were clear enough to make the justification easy for them.

5The full instructions and examples presented to participants are available at https://github.com/
Leila-Ta/MIMICS-Duo
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5.4 Quality Assurance and Attention Mea-
sures
Four quality assurance and attention measures are embedded in each task. First, to ensure
workers pay attention to the different aspects of the query and the document summaries,
we show eight relevant summaries and one irrelevant summary. Workers are then asked
to identify the irrelevant document summary, which is placed in a random rank position
for each task. This first check provides both an attention measure (i.e., workers are forced
to inspect all summaries) and a gold question (i.e., a question with a pre-defined answer).
Second, we randomly insert a second gold question from a pool of 15 pre-defined questions
(e.g., What is 2+2? Please choose five from the choices below.). Third, we incorporate
a robot detection step (CAPTCHA6) in each task. Lastly, workers are provided with a
randomly generated code at the end of the task, which they are asked to submit to AMT as
a final quality check. The answers of workers who do not pass these gold questions are
removed and are not included in the final dataset. Furthermore, workers who fail the checks
are also blocked from completing further tasks.

We perform regular quality checks throughout the data collection process to ensure
high-quality data, and after collecting the data, we manually check 10% of submitted HITs
per task as a final quality assurance check. If we observe any invalid submissions, we
remove those submissions, prevent the workers from completing subsequent tasks, and
open the HITs to the different workers. The rigorous task design and continuous quality
checks of submitted HITs help us collect high-quality labels.

5.5 Crowd-sourcing
This study was carried out using the AMT crowd-sourcing platform between 27 January
2022 and 16 February 2022. Workers with the following qualifications were able to
participate in the study:

• Only participants located in Australia, Canada, Ireland, New Zealand, the United King-
dom and the United States with a HIT approval rate of 95% or higher and a minimum of
5,000 previously approved HITs were allowed to participate in order to maximise the
survey success rate and the likelihood that users were native English speakers or had a
high level of English.

6CAPTCHA (Completely Automated Public Turing test to tell Computers and Humans Apart) is a type
of security measure known as challenge-response authentication.
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• Users could only participate once in each task.

• All three tasks were launched at different times and days to maximise the diversity of the
participants.

• Based on experience from the pilot tasks, the hits conducted by participants who took
less than 90 seconds to complete the full task were labelled as low quality and removed
from the dataset, and the workers were not eligible for future tasks.

Each HIT was assigned to at least three different AMT workers. Depending on the
task, the workers were paid 0.45, 0.72 and 0.95 USD per HIT for Offline Rating, Quality
Labelling and Aspect Labelling, respectively. The collection of this dataset cost 9,880
USD. For each labelling task, we used majority voting to aggregate the annotation. In case
of disagreements, the HIT was opened again to more workers until a final majority vote
label could be assigned. The mean agreement was 73.44%, 74.36% and 76.63% for Offline
Rating, Quality Labelling and Aspect Labelling.

5.6 AMT Workers’ Feedback
We collected the workers’ feedback as mentioned in Section 5.2 to improve the quality of
each task for the next rounds and also to understand if they had any comments in general
about the query and CPs we showed them. To do so, at the end of each survey, before they
submit their hits, we asked them to provide their general feedback about the hit and also if
they have any comments about the query, related documents and CPs.

We understand from workers’ feedback that they were mainly satisfied with the hits.
They found the hits well-designed, understandable, engaging, educating and very clear in
terms of the instruction, examples, and aim with a fair pay rate yet challenging. However,
every time we collected the data, there was some feedback to improve the quality of the
tasks. For example, some workers asked to add more details on the instruction page, such
as the time the survey will take or adding a progress bar to the surveys.

Apart from their general feedback, many workers provided their opinions about the
concept of asking CQs in search engines. They believed that it could be a helpful feature,
although some workers thought it was only useful for certain queries. There were also some
workers who thought the CP generated for the given query did not cover all potential intents,
even with three to five candidate answers and didn’t provide a broad enough selection of
responses. They asked for more options! For example, there are many brands for a printer,
and when the CQ asks the user to specify the brand she is looking for, there is no way
to cover all brands in only five candidate answers. One way to tackle this challenge is to
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show more than one CP to the user, or in some cases where it is appropriate, one candidate
answer could show “other," which sends the users to other brands that are not included in
that CP. Another feedback was about the specificity of the CQ. The CP should not lead to
answers that are too general to be useful. We also need to generate a smart CP. For instance,
when a user asks for information about a 60-inch TV, the user most probably wants to
compare brands before looking at a specific brand; otherwise, she can simply add the brand
she had in mind to the query. We also noticed that the order of candidate answers is very
subjective, and sometimes they are equally important, and the workers faced challenges to
justify whether the candidate answers have a correct order or not.

5.6.1 MIMICS-Duo Dataset Analysis

Quality Labelling
The distribution of the quality labels for clarification panes (overall quality of clarification
questions and their answers) and the quality labels of the individual candidate answers are
shown in Table 5.2. The number label assigned to each candidate answer is an index of its
position within the clarification pane, counting from left to right. The results show that
around 77% of clarification panes had Good or Very Good ratings. This means the majority
of generated clarification panes for the given queries were relevant and satisfactory. We
can also understand that although the quality of the majority of candidate answers was
Good or Very Good, the mean quality rating of the candidate answers decreases from left to
right across the clarification panes (i.e., with an increase in the position index of candidate
answers).

To investigate the impact of the quality of candidate answers on the overall quality
of clarification panes, we calculated the mean value of quality labels given to candidate
answers of a clarification pane by the workers for every clarification pane. We found out
that there was a strong correlation between the quality of candidate answers and the overall
quality of clarification panes regardless of the number of candidate answers (r=0.708).

The distribution of the overall quality of clarification panes is shown for every en-
gagement level bin (0 to 10) in Figure 5.2. We can see that regardless of the engagement
level, almost 75% of clarification panes had Good or Very Good overall quality, and more
than 96% of clarification panes had Fair or a higher quality label. This is a signal that a
simple CTR as an indicator of user interaction with the clarification pane is not a strong
metric to evaluate the performance of generating or asking clarification questions in search
engines. This figure also indicates that generating high-quality clarification panes does
not necessarily lead to more user engagement. Users showed that they could sometimes
be reluctant to get engaged with high-quality clarifications, and they may also be engaged
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Table 5.2: Distribution of the quality label of clarification panes and their candi-
date answers.

Statistics Labels1(%)
Criterion µ σ2 1 2 3 4 5

Clarification Pane 3.95 0.58 0.39 3.19 19.44 54.55 22.44
Candidate Ans. #1 4.12 0.83 1.16 3.48 19.05 35.11 41.20
Candidate Ans. #2 4.01 0.81 0.77 5.13 19.92 40.33 33.85
Candidate Ans. #3 3.93 0.84 0.78 5.09 25.59 37.60 30.94
Candidate Ans. #4 3.88 0.9 1.33 4.75 29.47 33.46 30.99
Candidate Ans. #5 3.89 0.94 1.15 7.45 24.07 36.39 30.95

1 Label meaning: 1 (Very Bad), 2 (Bad), 3 (Fair), 4 (Good), 5 (Very Good).

with poor-quality ones. Therefore, it appears that click-through information can be noisy
and biased and does not necessarily reflect the user’s perception of information quality and,
therefore, needs to be used carefully alongside other evaluation methods.

We also compared the quality labels of candidate answers with the click-through rate
probability of candidate answers. While no correlation was found between offline answer
labelling and online interaction (ρ=0.032), if we ranked the candidate answers based on
their quality labels and click-through rate probability (ideal ranking), P@1 and MRR were
calculated at 0.338 and 0.597, respectively.

Aspect Labelling
To support the investigation of the relationship between the characteristics of clarification
panes and engagement level, overall quality and offline rating of clarification panes, we
carried out the Aspect Labelling task. Four aspects – Coverage, Diversity, Understand-
ability and Candidate Answer Order – were evaluated. Table 5.3 shows the distribution
of characteristic labels of clarification panes. It is evident that apart from the Candidate
Answer Order, the majority of clarification panes had high Coverage, Diversity and Un-
derstandability, with the trend being strongest for Understandability. More than 40 per
cent of AMT workers chose the “neither agree nor disagree” response with respect to the
candidate answer order aspect: here, they were asked to rate whether the candidate answers
for a given query were in the correct order or not (i.e. in importance order, from left to
right). It appears that workers were mostly undecided regarding this aspect.

In another analysis, we classified the clarification panes into five categories based on
their overall quality labels (Very Bad, Bad, Fair, Good and Very Good) and investigated
the contribution of each aspect to the overall quality by calculating the mean value for each
aspect in each category, shown in Figure 5.3. We can see the more a clarification pane had
higher Coverage and was more Understandable, the higher overall quality was achieved.
We can also see that Diversity had second place as the influential factor and Candidate
Answer Order, as mentioned, had no clear impact.
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Figure 5.2: Quality Label vs. Engagement Level.

The correlations between all online and offline annotations are shown in Table 5.4. It is
evident that the engagement level collected in MIMICS-ClickExplore (online evaluation)
had no correlation with any offline measure, while different correlations can be easily found
between offline measures. For example, there is a medium correlation between coverage
and diversity, as expected, and overall quality or offline ranking has a higher correlation
with Coverage compared to Diversity and Understandability. While the correlation between
candidate answer order and other offline measures is very weak, the number of candidate
answers also has a higher correlation with coverage and diversity compared to no correlation
with understandability. This is expected as a multi-choice clarification pane can only get
high coverage or diversity when the number of candidate answers is high.

5.7 Research Enabled by MIMICS-Duo
In this section, we introduce the research problems in search clarification that can be
addressed using the new MIMICS-Duo dataset:
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Table 5.3: Distribution of the characteristics label of clarification panes.

Statistics Labels1(%)
Criterion µ σ2 1 2 3 4 5

Coverage 3.78 1.18 3.00 14.02 12.19 43.23 27.56
Diversity 3.74 1.15 1.45 16.73 15.09 40.14 26.60
Understand. 4.61 0.53 0.39 2.13 6.09 18.67 72.73
Can. Ans. Order 3.43 0.87 1.55 12.86 40.23 31.62 13.73

1 Label meaning: 1 (Strongly disagree), 2 (Somewhat disagree), 3 (Neither
agree nor disagree), 4 (Somewhat agree), 5 (Strongly agree).

Figure 5.3: Mean values of different aspect labels for clarification panes with
various overall quality.

Offline and Online Evaluation: A key research task in search clarification is generating
and asking CQs in information-seeking problems. Since MIMICS-Duo has a large query
overlap with MIMICS-ClickExplore, it enables researchers and practitioners to conduct a
detailed analysis of clarification selection and generation models from both online (real
users) and offline (annotators) perspectives. Therefore, MIMICS-Duo complements the
existing datasets for search clarification and will significantly impact the progress in this
area of research.
User Engagement and Clarification Quality: The manual labelling of CPs includes infor-
mation about the coverage, diversity, understandability of CPs and the importance order
of candidate answers. This information helps the researchers to study the characteristics
of CPs that impact user engagement. Moreover, Since the user Engagement Level is also
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Table 5.4: Correlations between online and offline measures.(Cov, Div, Und, IO,
OQ, EL, OR and #Ans. stand for Coverage, Diversity, Understandability,

Importance Order, Engagement Level, Offline Rating and Number of Candidate
Answers, respectively.)

Cov Div Und IO OQ EL OR #Ans.

Cov NA 0.421 0.313 0.178 0.227 -0.061 0.273 0.306
Div NA 0.260 0.117 0.176 -0.029 0.245 0.269
Und NA 0.159 0.226 0.034 0.227 0.055
IO NA 0.064 0.003 0.044 -0.178
OQ NA -0.032 0.225 0.165
EL NA -0.001 -0.079
OR NA 0.262
# of Ans. NA

available in the dataset, the analyses can be expanded to more CP characteristics such as
coherency, comprehensiveness, relevance and usefulness, which can add more value to this
dataset and, in general in the field of search clarification.
Clarification Click Models: MIMICS-Duo contains several query-clarification pairs
for a given query whose only differences are in the order of candidate answers. This
information, in addition to manual annotation about the importance order of candidate
answers, enables further study on training and evaluating click models for answer ranking
in search clarification.

5.8 Summary
Comparing online and offline evaluation is an understudied area, including in the context
of search clarification. However, available search clarification datasets are either created
using online user interaction signals (click-through rate) or manual annotation of quality,
and there is no dataset that covers both sides. This motivated us to create the MIMICS-Duo
dataset to help bridge the gap between available search clarification datasets.

MIMICS-Duo is a search clarification data collection containing both online and offline
evaluations that are designed to work with the existing MIMICS-ClickExplore dataset.
It contains 306 unique queries with multiple CPs (1,034 query-clarification pairs) with
interactions of real users, collected from the Bing search logs and graded quality labels
including multiple CPs rating, overall quality labelling for CPs and their individual candidate
answers and labels for different aspects of CPs. This dataset was created through fine-tuned
crowd-sourcing, and extensive quality assurance and attention measures were considered
to ensure the accuracy of the collected labels.

This dataset enables us to analyse the relationship between the online and offline eval-
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uations in search clarification, which will be discussed in the next chapter. Although
MIMICS-Duo does not compare offline evaluation with live online experimentation (e.g.,
real-time A/B testing with users engaging with a live system), it provides a unique opportu-
nity for researchers to evaluate any search clarification task using offline evaluations and
compare it with online signals, which was not possible before.

In Chapter 6, we will show how this dataset overcomes the shortcomings of the MIMICS
dataset. We will further analyse the relationships between online and offline evaluations
in search clarifications and provide some recommendations for generating and selecting
clarification questions in search engines.
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Chapter 6

Online and Offline Evaluation in Search
Clarification

In the previous chapter, we introduced a new search clarification dataset that overcomes
the limitations of existing datasets. In this chapter, we delve deeper into the evaluation
approaches of search clarification in search engines, exploring the relationship between
online and offline evaluation methods. Specifically, we investigate how our collected clarifi-
cation pane quality labels in MIMICS-Duo help us to perform better in ranking clarification
panes and identifying the most engaging clarification pane (MECP) from a user’s perspec-
tive. Our research unveils that when it comes to search clarification and identifying the
most engaging clarification panes, online and offline evaluations harmoniously converge
although the alignment between online and offline evaluations in retrieval quality has long
been debated. We show that the query length does not influence the relationship between
online and offline evaluations, and reducing uncertainty in online evaluation strengthens
this relationship. We illustrate that an engaging clarification needs to excel from multiple
perspectives, and SERP quality and characteristics of the clarification are equally important.
We also investigate if human labels can enhance the performance of Large Language Models
(LLMs) and Learning-to-Rank (LTR) models in identifying the most engaging clarification
questions from the user’s perspective by incorporating offline evaluations as input features.
Our results indicate that Learning-to-Rank models do not perform better than individual
offline labels. However, GPT (generative pre-trained transformer) emerges as the standout
performer, surpassing all Learning-to-Rank models and offline labels.
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6.1 Introduction: Current Practice and Knowl-
edge Gap
In a practical situation, when a user submits a search query on a search engine like Bing, in
addition to the results page, the search engine often presents a multi-choice clarification
pane. This pane can be helpful when the retrieved documents do not fully address the user’s
information needs. Although multiple clarification panes can be generated for a single
query, only one clarification pane is typically presented to the user at a time. Despite the
advancements in generating clarification questions in search systems, the success rate of
users engaging with those clarification questions remains low [125]. An analysis of the
largest search clarification dataset, MIMICS [125], demonstrates that users tend to engage
more with certain clarification panes than others for a particular query. Moreover, a high
percentage of clarifications are left unengaged, regardless of how many times they are
presented to users. This indicates that users are not easily engaged with clarification panes,
and clarifications are not equally engaging from users’ perspectives. These observations
raise questions about the overall impact of the models. To improve the performance of
clarification models in engaging users in search systems, proper evaluation approaches
must be used to consider user behaviour and the characteristics of engaging clarification
questions. We aim to understand what makes a clarification question engaging to enhance
the clarification model performance and improve user engagement. This can be done
by investigating the relationship between user engagement (online evaluation) and the
characteristics of clarifications that are manually evaluated (offline evaluation). Effectively
evaluating the quality of clarification panes is essential for several reasons, including:

• Enhancing search accuracy: Effective evaluation of clarification questions ensures
that the generated prompts or queries effectively address user needs, leading to more
precise and tailored search results.

• Improving user satisfaction: Well-designed clarification questions facilitate a more
interactive and personalised search experience, enabling users to express their infor-
mation needs more precisely and receive more relevant results.

• Reducing search iteration: Effective evaluation of clarification questions helps in
reducing the need for multiple search iterations. By proactively suggesting rele-
vant clarification prompts or refining user queries, search systems can improve the
efficiency of information retrieval, saving users’ time and effort.

• Supporting diverse user intents: By analysing and understanding user queries and
their corresponding clarification prompts, search systems can adapt and provide
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tailored responses based on the specific needs of each user, thus accommodating a
wide range of user intents and preferences.

• Advancing conversational search: In conversational search scenarios, where users
interact with search systems through natural language, the effectiveness of clarifica-
tion questions directly impacts the quality of the dialogue and the system’s ability to
understand user intent accurately.

The typical evaluation process in deploying new models in search engines involves
(1) offline evaluation with labelled test collections and (2) online evaluation through user
interactions, often using A/B testing. Having a dependable offline evaluation dataset facili-
tates iterative research and the development of models and features. Researchers typically
conduct online experiments based on the results obtained from the offline evaluation. How-
ever, the relationship between offline and online evaluations in search clarifications is
relatively unexplored. To address this knowledge gap, this chapter investigates a funda-
mental question on how insights gained from offline evaluation align with the real-world
performance of models during online experiments. A comprehensive examination of the
correlation between offline and online evaluations will enable researchers to make informed
decisions about the effectiveness and reliability of their search engine models, ultimately
leading to improved search experiences for users.

We focus on clarification panes, each consisting of a clarification question and up to
five candidate answers. We explore the relationship between online and offline evaluation
in search clarification by studying the following three primary research questions:

• What are the best overall practices in designing offline evaluation methodologies for
search clarification that correspond with online evaluation?

We initially focus on evaluating the effectiveness of an oracle1 clarification selection
model. This model has access to every offline label and is compared to the online label to
assess its performance. We move beyond assuming the independence of offline labels and
delve into their combination, leveraging techniques such as LTR models to determine if
these combinations align with online evaluation. Additionally, we use an LLM to predict
online user engagement with the clarification, considering the provided offline labels.
Motivated by Zamani et al. [127], who showed user behaviour is different in short queries
(often keyword queries) and long queries (often natural language questions), we extend our
study to ask:

1In the context of machine learning, an Oracle typically refers to an idealised entity or concept that
provides perfect information or answers to a given problem. It is often used as a theoretical reference point to
establish performance bounds or to measure the efficiency and effectiveness of an algorithm.
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• Does query length impact the relationship between online and offline evaluations in
search clarification?

Here, we split our dataset into short and long queries. We observe differences when
investigating the relationship between online and offline evaluations for short and long
queries. We also explore the impact of uncertainty in the collected online evaluation on
how well online and offline evaluations correspond to each other by studying the following
question:

• Does uncertainty in the online evaluation impact the relationship between online and
offline evaluation?

Here, we control uncertainty in the online labelling based on the number of times a
clarification question is presented to users in A/B testing, often called impression count.
The higher the impression count, the more reliable (thus less uncertain) online labels
based on click-through rate are. We observe that reducing uncertainty in online evaluation
strengthens the relationship between online and offline evaluations.

In contrast to the widely held notion that online and offline evaluations do not always
coincide regarding retrieval quality [27, 38, 33, 38, 94], our study shows that offline evalua-
tions align with online evaluations in search clarification. However, certain essential factors
should be considered. This study also enhances our comprehension of the performance
of LLMs in predicting online user engagement with clarifications when offline labels are
employed as input for the models. The insights gained from our investigation will aid
in refining the evaluation methodology for search clarification, leading to more efficient
decision-making in deploying clarification models.

6.2 Methodology

6.2.1 Dataset
We compare online and offline evaluation in search clarification using the MIMICS-Duo
dataset that we introduced in Chapter 5. It is a search clarification data collection containing
online and offline evaluations for 306 queries with multiple clarification panes (1,034 query-
clarification pairs). Here again, we briefly explain online and offline labels that are used in
this chapter.

Online Labels
According to the definition provided with the MIMICS dataset and stated in Section 4.2, the
Engagement Level is constructed based on the click-through rate of real user interactions
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with clarification panes in Bing [125]. An equal-depth method was used for Engagement
Level, dividing all the positive click-through rates into ten bins. Hence, the Engagement
Level is an integer between 1 to 10 presenting the level of total engagement received by
users in terms of click-through rate. Moreover, an Engagement Level of 0 was assigned
to clarification panes with no clicks). The MIMICS dataset also provides an Impression
Level computed on the number of times the given query-clarification pair was presented to
users. Every query-clarification pair in the dataset was shown at least ten times to search
engine users. The Impression Level has three quality values (low, medium, and high) and
correlates with the query frequency. This online label is used in this study to group the
clarification panes for the experiments (Subsection 6.3.3).

Offline Labels
Offline labels in the MIMICS-Duo dataset include a series of crowd-sourcing labels con-
sisting of (1) Offline Rating, (2) Quality Labelling, and (3) Aspect Labelling.

The Offline Rating was collected based on crowd-sourced worker preferences. Workers
were simultaneously shown all generated clarification panes (varied between three to eight
depending on the query) for a given query. They were asked to rate the clarification panes
using a 5-point rating (five means highest preference, and one means lowest preference).
The nature of this label is different from other labels. For this label, all clarification panes
for a given query were relatively rated with respect to each other, while for the rest of
the labelling, workers were shown one clarification pane and asked to annotate only one
characteristic of the clarification pane in isolation.

The Quality Labelling consists of two quality measures, the Overall Quality of the full
clarification panes and Option Quality, that is, the quality of individual options (clarifi-
cation pane candidate answers). Crowd-source workers rated the clarification panes and
the quality of their options with a 5-point rating (five means very good quality, and one
means very bad quality). Aspect Labelling consists of four sub-labels, that is, Coverage
(i.e., the extent to which the clarification pane covers every potential aspect of the query),
Diversity (i.e., the extent to which the clarification pane does not contain redundant in-
formation), Understandability (i.e., the extent to which the clarification pane is digestible
and meaningful), and Importance Order (i.e., the extent to which the most relevant and
important candidate answers are positioned from left to right). Workers were asked to label
a clarification pane for these aspects through a 5-point rating (e.g., five means the worker
strongly agreed that the clarification pane had high coverage, and one means the worker
strongly disagreed that the clarification pane had a high coverage).
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EL = 0
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Coverage = 5EL = 8

Coverage = 3
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Figure 6.1: Two examples of clarification pane rank lists based on the
Engagement Level and Coverage labels for a query.

6.2.2 Experimental Design
We showed that each clarification pane has two types of labels, online and offline. We use
one online label (i.e., Engagement Level) and five offline labels (i.e., Offline Rating, Overall
Quality, Coverage, Diversity, and Importance Order).

In the MIMICS-Duo dataset, Overall Quality and Option Quality labels have a very
high correlation. This is understandable as the clarification question in more than 95% of
the clarification panes in the dataset is the general question of “Select one to refine your
search”. Therefore, the overall quality of a clarification pane is mainly based on the quality
of its options. Hence, this study only focuses on Overall Quality. We also do not investigate
the Understandability label in this study. The mean value of Understandability across the
MIMICS-Duo dataset is 4.6 (out of 5), showing that more than 90% of the workers agreed
that the clarification panes were highly understandable. Therefore, this characteristic has a
minor impact on our evaluations.

Figure 6.1 shows an example of ranking three clarification panes [A, B,C] for a given
query if the corresponding Engagement Levels and the Coverage labels are [0, 8, 4] and
[1, 3, 5], respectively. We can see from this example that the ranked list generated based on
the offline label was not completely successful in replicating the ideal ranked list, except
for the clarification pane A.

6.2.3 Data Analysis
We designed the experiments in this study to answer the research questions as follows:
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Overall Practices in Online and Offline Evaluations for Search
Clarification
The main aim of this research is to compare the clarification ranked lists created using
offline labels with the ideal clarification ranked lists created using the Engagement Level,
in general, and to compare the MECPs, in particular. First, we investigate the relationship
between online and offline labels on all 306 queries in the MIMICS-Duo dataset without
applying any filtering or grouping on the dataset. In the next step, we investigate if collected
offline labels can be used as input features in learning-to-rank (LTR) models to create
ranked lists more similar to ideal ranked lists created based on the Engagement Level. We
use four offline labels of Overall Quality, Coverage, Diversity, and Importance Order, as
well as the number of candidate answers in each clarification pane as input features in
the models. The features are linearly normalised based on their min/max values. We do
not use the Offline Rating label considering its different nature. While other labels offer
insights into various aspects of clarification panes, this label is based on the relative rating
of all clarification panes of a given query. We employ four LTR models, including Mart,
RandomForests, RankBoost, AdaRank that are implemented in RankLib [28]. We also
utilise SVM-rank [50]2 with a linear kernel. We use 5-fold cross-validation to evaluate our
models. In each fold, the dataset is split into training and testing sets by the ratio of 4:1.

Finally, we exploit the capabilities of an LLM (GPT-3.5), an advanced language model,
to forecast online user engagement with the clarification panes. We use GPT-3.5-turbo
model.3 The task assigned to GPT-3.5 is to predict the Engagement Level within a range
of 0 to 10. The prompt that we use to feed the GPT model contains (1) a query, (2) a
clarification pane that includes Clarification Question and associated Options (Candidate
Answers) and (3) four offline labels similar to LTR models.

In our initial experiments, we explored various prompts that focused on the same task.
We observed that when the prompt lacked sufficient detail, there were instances where
GPT-3.5 either failed to provide the Engagement Level or provided it in a quantitative
format instead of a range from 0 to 10. The most successful prompt template utilised in this
study is shown in Figure 6.2.4 We prompt the model to generate an Engagement Level for
1,034 query-clarification pair. We conduct experiments using various temperature settings,
specifically, temp = {0.0, 0.5, 1.0}. The temperature parameter regulates the degree of
randomness in the generated text. During text generation, the model generates a probability
distribution over the next word or token, and the temperature parameter influences the shape

2https://www.cs.cornell.edu/people/tj/svm_light/svm_rank.html
3Last accessed on the 29th of May 2023.
4The prompt template used in this study, along with other versions of prompts, is publicly accessible at

https://github.com/Leila-Ta/On_Off-Eval-Search_Clarification
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of this distribution. A higher temperature value, such as 1.0, results in a more uniform
distribution and increases the randomness in the generated output. This can lead to a wider
range of diverse and creative responses but may also introduce more errors or nonsensical
text. On the other hand, a lower temperature value, such as 0.2, sharpens the distribution,
making it narrower and less random. This tends to produce more focused and deterministic
responses. Choosing the appropriate temperature value depends on the desired balance
between randomness and coherence in the generated text. By experimenting with different
temp values, we aim to identify the optimal setting for aligning online and offline evaluations
in search clarification. Subsequently, we rank the clarification panes for each query based
on the predicted Engagement Level by GPT-3.5 and compare these rankings against the
ideal ranked lists created using actual Engagement Level.

Figure 6.2: The prompt template used to feed the GPT model.
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Impact of Query Length on the Relationship Between Online
and Offline Evaluation
Here, we investigate the impact of query length on the relationships between online and
offline evaluations in search clarification. While there is no universal definition of what
constitutes a short or long query, some researchers have used a threshold of 3–5 words for
short queries and 6 or more words for long queries. For example, Bendersky and Croft
[12] defined short queries as those containing up to four words and long queries as those
containing five or more words. In another study, Huston and Croft [45] used thresholds of 2,
4, and 5 words to distinguish between very short, short, and long queries. The MIMICS-Duo
contains queries with a length of 1 to 9 words. However, the number of queries in the
dataset for each query length varies. For instance, there are 45 queries with one word,
while only 7 queries with 9 words. To investigate the impact of the query length and keep
a balance between the groups in terms of the number of queries and query-clarification
pair, we assume a query is short if the length is between 1–4 words (126 queries with 415
query-clarification pairs) and it is long if the length is between 5–9 words (180 queries
with 619 query-clarification pairs).

Impact of Uncertainty in Online Labelling on Corresponding with
Offline Evaluations
Here, we group the clarification panes based on the Impression Level and discard any
query-clarification pair with a low Impression Level. As mentioned in Section 6.2.1, there
is a three-step Impression Level per query-clarification pair (i.e., low, medium, high). The
MIMICS Impression Level was computed based on the number of times the given query-
clarification pair was shown to users. Hence, the Impression Level correlates with the query
frequency. This highlights the fact that for the query-clarification pairs with low Impression
Level, the Engagement Level obtained by the query-clarification pairs does not necessarily
reflect how engaging it was. This part of the study helps us to focus on more reliable data.
Removing the query-clarification pairs with the low Impression Level leaves the dataset
with 212 queries and 703 query-clarification pairs with medium and high Impression Level
and with one further step of filtering by removing the query-clarification pairs with medium
Impression Level, 70 queries with 287 query-clarification pairs remain.

6.2.4 Evaluation Metrics
The ground truth in this study is the ranked list of clarification panes for a given query
generated based on the Engagement Level. We want to know (1) how similar the offline
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labels can produce the ranked lists of clarification panes, and (2) if they are able to place
the MECP at the first position in the ranked list. An ideal ranked list of clarification panes
is a list that has the MECP at the first position, and the rest of the clarification panes are
sorted based on the Engagement Level in descending order.

If we assume the user behaviour is different for various reasons, such as the type of
query they submit, users may get engaged with some clarification more than others. Since
our aim is to show the MECP to the users, it does not matter whether the clarification
pane with the Engagement Level of 10 is the top-rated or with the Engagement Level of 4.
Hence, metrics such as precision at position one (P@1) or mean reciprocal rank (MRR)
are appropriate for evaluating the position of the MECP in the ranked list, without taking
into account the specific Engagement Level. We define P@1 as:

P@1 =
TP

TP + FP

where true positive (TP) and false positive (FP) are the total numbers of clarification panes
that are correctly and incorrectly top-rated, respectively, for all queries.

To measure MRR, we calculate the reciprocal rank at which the MECP is retrieved in a
ranked list of clarification panes and calculate the mean value across all queries.

We also measure normalised discounted cumulative gain at position one (NDCG@1)
that considers the relevance factor (here, the Engagement Level) when evaluating the
top-rated clarification pane.

If our objective is to assess how well the search system ranks clarification panes, it
becomes crucial to consider the overall quality of the ranked list in terms of arranging
the clarification panes based on user engagement. To evaluate the ranked lists compre-
hensively, we utilise NDCG@3. The choice of a cutoff at 3 is based on the observation
that approximately 70% of queries consist of only three clarification panes. Furthermore,
for queries with four or more clarification panes, around 50% of those panes receive no
user engagement. Hence, NDCG@3 ensures a fair evaluation of all clarification panes at a
consistent depth.

We also calculate rank-biased precision (RBP) [76] and ranked-biased overlap (RBO) [114]
that consider a binary relevance factor in the evaluation of the top-rated clarification pane
in the list. RBP measures the utility rate that is gained by a user at a given degree of
persistence (p), representing an aspect of user behaviour. Moffat and Zobel [76] assumed
that a user inspects the first document and proceeds from the ith document to the i+1th
with fixed conditional probability p.

For instance, if p=0.5, the user obtains a high average per document utility, which means
there is a relevant document in the first one or two rank positions. The RBP equation is
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proposed below:

RBP = (1 − P)
d∑

i=1

ri.pi−1

where ri indicates the binary relevance of the ith ranked document scored as either 0 (not
relevant) or 1 (relevant).

The RBP metric was introduced to measure the effectiveness of a ranked list retrieved
for a query and varies between 0 and 1. It cannot be used directly in this study as only one
clarification pane is shown to a user, not a list of clarification panes. To employ RBP in this
study, we assume: (1) regardless of the value of Engagement Level, if there is a positive
Engagement Level for a given clarification pane, ri=1 and if not, ri=0, and (2) since only
one pane is shown to a user, we assume p=0.05, which means the probability of a user
checking the second clarification pane (if it exists) is roughly 5%. We also calculate RBP
for p values of 0.5 and 0.7 to investigate the clarification pane ranked lists at deeper depths.
We calculate the RBP for every ranked list generated by each offline label and report the
average RBP for each label.

The second rank-biased metric is RBO, which was developed by Webber et al. [114]
and is a similarity measure to compare two ranked lists, quantifying how far the observed
ranking deviates from the ideal ranking. It has the same assumptions as RBP and can be
calculated using the equation below:

RBO = (1 − P)
∞∑

k=1

pk−1

∣∣∣A1:k ∩ B1:k
∣∣∣

k

where A and B are two ranked lists, k is the depth of comparison,
∣∣∣A1:k ∩ B1:k

∣∣∣ is the size of
intersection between two lists at depth k.

RBO varies between 0 and 1; 1 means both ranked lists are identical, and 0 means they
are completely disjoint. It is evident that RBO investigates the overlap and ordering between
two ranked lists (the number of identical documents shared between two ranked lists). The
current RBO definition cannot be used in this study as the clarification panes for a given
query in the ranked lists generated by any two labels are always the same. Therefore, RBO
in the current definition is always 1. To adopt RBO in this study, we define the size of the
intersection of two ranked lists based on the number of panes that have the same positions
in both lists. We calculate RBO between the ideal ranked list generated by Engagement
Level and ranked lists generated by offline labels.

6.3 Results
We present the results of experiments on online-offline evaluations in search clarification.
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Table 6.1: Relationships between the ranked lists of clarification panes created
by the Engagement Level and created by offline labels.

Engagement Metric
Level vs. NDCG@1 NDCG@3 P@1 MRR RBP RBO

Offline Rating 0.459 0.729 0.559† 0.749† 0.520 0.339

Aspect

Overall Quality 0.433 0.724 0.562† 0.760† 0.503 0.301
Coverage 0.448 0.725 0.569† 0.747† 0.510 0.329
Diversity 0.454 0.731 0.523† 0.726† 0.515 0.323
Importance Order 0.412 0.706 0.484† 0.710† 0.455 0.275
Mean 0.438 0.723 0.535 0.736 0.496 0.307

Random Ranker 0.403 0.706 0.307 0.561 0.469 0.285
† Significantly different from the Random Ranker baseline (Tukey HSD test, p<0.05).

6.3.1 Overall Practice in Designing Online and Of-
fline Evaluations in Search Clarification
This analysis involves examining the position of the MECP within the offline ranked lists
and assessing the similarity between the two lists (i.e., clarification ranked lists created
based on the offline labels and the ideal clarification ranked lists created based on the
Engagement Level). The results are shown in Table 6.1. For the sake of reproducibility, our
results and codes are publicly available.5 To assess the performance of the offline labels
in comparison to a baseline, we additionally rank the clarification panes for each query
using a Random Ranker.6 The evaluation metrics of P@1, MRR, NDCG@1, and RBO
and RBP at p=0.05 are used to evaluate the performance of the offline labels and models in
identifying the MECP for a given query, and NDCG@3 is used to evaluate the similarity of
the ranked lists created by the offline labels and models with the ideal ranked lists based on
the Engagement Level. We perform Tukey honestly significant difference (HSD) [108] to
find the means that are significantly different from each other for each column in the table.
The Tukey HSD test is a post hoc test used when there are equal numbers of subjects in each
group for which pairwise comparisons of the data are made [99]. The highest-performing
label is highlighted in bold within each column.
Offline Labels. In the first round of the experiments, we aimed to understand how well
offline labels correspond with user engagement (online evaluation) in ranking clarification
panes and whether they can help us identify the MECP for a given query. Table 6.1 shows
that (1) the MECPs are more likely to have the highest Overall Quality and Coverage
compared to other clarification panes; (2) all offline labels perform noticeably better than

5https://github.com/Leila-Ta/On_Off-Eval-Search_Clarification
6Random Ranker is repeated 1000 times, and the mean values are reported.
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a Random Ranker (e.g., Coverage shows 85% improvement over a Random Ranker in
presenting the MECP for a given query at the top of the ranked list). However, Importance
Order evaluation methodology showed the poorest performance among all offline methods.
These findings are derived from the analysis of P@1 and MRR metrics, revealing statistically
significant differences between them. The slight improvements over a Random Ranker
shown by other metrics (i.e., NDCG@1, NDCG@3, RBP, and RBO) are not significant.
This indicates that the metrics used to compare online and offline evaluations in search
clarification have noticeable influences on the result justifications. For instance, P@1 and
MRR are unconcerned about the user Engagement Level, and they only check the rank of
the MECP. While for NDCG@1, if an engaging clarification that is not the MECP is ranked
top, it still receives a score. Such an evaluation increases the chance of a Random Ranker
showing a better performance than when the evaluation is only based on the position of the
MECP.

As indicated in Section 6.2.4, we also calculated RBP and RBO for two higher p values
(i.e., 0.5 and 0.7) in addition to 0.05 that is shown in Table 6.1 to investigate the similarity in
the ranked lists at deeper depths. We observed that the performance of offline labels merged
toward a Random Ranker by increasing the p value. We also considered the Kendall (τ) [56],
and Spearman (rs) [115] rank correlations between online and offline ranked lists but did
not observe correlations. The majority (70%) of the ranked lists only had three clarification
panes, and such a correlation analysis may not be accurate enough to draw conclusions.

During the second phase of the experiments, our objective was to assess the abilities of
LL and LTR models in prioritising clarification panes. This involved incorporating offline
labels as input features for the models. The performances of the LTR and GPT-3.5 models
in ranking the clarification panes are shown in Table 6.2.
LTR Models. SVM-rank exhibits better performance compared to other LTR models.
However, its superior performance is not significantly different from the other LTR models.
When evaluating the effectiveness of LTR models using P@1 and MRR and comparing
them to the Overall Quality or Coverage labels in Table 6.1 (two outperforming offline
labels based on the same metrics), it becomes apparent that LTR models that incorporate the
offline labels as input features do not outperform the individual offline labels in accurately
ranking the MECPs at the highest positions in the lists. However, the performances of
SVM-rank and AdaRank are significantly better than the Random Ranker, presented in
Table 6.1. It seems the complexity of the LTR models may not be adequate to capture the
underlying patterns present in the data. Furthermore, the characteristics and size of the
training data can also impact the performance of LTR models, posing a challenge for the
models to effectively learn robust patterns and generalise effectively.
Large Language Model. Table 6.2 also indicates the performance of GPT-3.5. We ex-
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Table 6.2: Evaluation of three GPT-3.5 configurations across varying
temperature settings and five LTR models, utilising offline labels to generate

ranked lists of clarifications.

Metric
Engagement Level vs. NDCG NDCG P@1 MRR RBP RBO@1 @3

RandomForests 0.473 0.739 0.357†‡£ 0.611†‡£ 0.507 0.358
AdaRank 0.472 0.736 0.426†‡£§ 0.673†‡£§ 0.498 0.340
MART 0.468 0.733 0.341†‡£ 0.609†‡£ 0.508 0.342
RankBoost 0.459 0.733 0.364†‡£ 0.639†‡£ 0.486 0.345
SVM-rank 0.456 0.741 0.427†‡£§ 0.698†‡£§ 0.495 0.346
GPT-3.5 (temp = 0.0) 0.460 0.734 0.663†§∗ 0.830†§$ 0.525 0.382
GPT-3.5 (temp = 0.5) 0.439 0.718 0.588§ 0.778§ 0.487 0.363
GPT-3.5 (temp = 1.0) 0.468 0.732 0.539§ 0.751§ 0.523 0.386
†, ‡, £ Significantly different from GPT-3.5 with temp = 1.0, temp = 0.5, and temp = 0.0,

respectively.
§ Significantly different from the Random Ranker baseline (Table 6.1).
∗ Significantly different from Coverage, the best performing label in terms of P@1, Table

6.1.
$ Significantly different from Overall Quality, the best performing label in terms of MRR,

Table 6.1.

amined GPT-3.5 using three different temperature settings: 0.0, 0.5, and 1.0. Comparing
Table 6.1 and 6.2 reveals that GPT-3.5 outperforms LTR models in terms of P@1 and MRR
when a temperature of 0.0, 0.5 and 1.0 are utilized. Moreover, GPT-3.5 shows significantly
better performance compared to the individual offline labels of Overall Quality and Cover-
age when a temperature of 0.0 is used. Obtaining the best results with a temperature value
of 0 suggests that GPT-3.5 has achieved optimal performance by using a deterministic
approach. This deterministic behaviour is advantageous when we want to prioritise consis-
tency and precise predictions. However, it is important to note that using a temperature
of 0 may lead to overly rigid and repetitive outputs, as the lack of randomness can result
in a lack of diversity. Depending on your specific application and requirements, you may
need to strike a balance between precision and diversity by exploring other temperature
values. When the temperature value is set to 0, it means that the output generated by
GPT-3.5 is determined solely by the model’s confidence scores. In other words, the model
selects the most probable word or token at each step without any randomness or variation.
This finding emphasises the efficacy of GPT-3.5 in predicting online user engagement and,
hence, accurately identifying the MECPs when incorporating offline labels as input features.
However, similar to LTR models and offline labels, GPT-3.5 falls short of significantly
surpassing the performance of the Random Ranker in ranking multiple clarification panes
for given queries (no significant differences were observed between the performances of
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GPT-3.5 and the Random Ranker in terms of NDCG@3.
We also observed that when GPT-3.5 is provided with high-quality human-annotated

labels of clarification characteristics, it can show better performance compared to the
Offline Rating labelling approach conducted by crowd-source workers. In the crowd-
sourcing task, all the generated clarification panes for a given query were presented to
workers simultaneously, and the workers were asked to rate all the panes based on their
preferences (without having access to the Aspect labels). Although GPT-3.5 did not have the
ability to predict the relative Engagement Level among the panes and evaluated each pane
independently, its user engagement prediction resulted in more successful identification of
the MECPs compared to the Offline Rating labelling method.

6.3.2 Impact of Query Length on the Relationship
Between Online and Offline Evaluations
Table 6.3 shows the calculated metrics for short (1–4 words) and long (5–9 words) queries.
We see that if a query is short, the Offline Rating evaluation performs better than other
offline labels in placing the MECP at rank one (i.e., obtaining the highest P@1, MRR and
RBO). However, if the query is long, selecting the MECP from a pool of clarification panes
generated for a query can be carried out using Overall Quality and Coverage evaluations.
Similar to the previous table, no conclusion can be drawn about the impact of the query
length on the similarity of the ranked lists, as they do not show any significant improvement
over a Random Ranker (no significant differences were measured in NDCG@3 between
offline labels and the Random Ranker).

The results in Tables 6.1 and 6.3 show that the rankings of P@1 and MRR are consistent.
To further analyse, we performed a Tukey HSD test on the calculated P@1 and MRR values
for short, long, and all queries. The results indicate that there are no significant differences,
suggesting that the length of the query does not have an impact on the relationship between
offline evaluations and online evaluations in the context of search clarification.

6.3.3 Impact of Uncertainty on the Relationship Be-
tween Online and Offline Evaluations
In the third experiment, we separate the clarification panes based on the Impression Level.
We learned from Zamani et al. [125] that a clarification pane with high Impression Level was
shown to the users more than a clarification pane with low Impression Level. Therefore, the
obtained Engagement Level by such a clarification pane is likely to be more reliable. In other
words, the uncertainty in the collected online data is less. Table 6.4 shows the calculated
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Table 6.3: Impact of the query length on relationships between the ranked lists
of clarifications created by the Engagement Level and created by offline labels.
(Short Query: 126 queries with 415 query-clarification pairs; Long Query: 180

queries with 619 query-clarification pairs.)

Metric
Engagement Level vs. NDCG NDCG P@1 MRR RBP RBO@1 @3

Sh
or

tQ
ue

ry
(1

–4
) Offline Rating 0.461 0.721 0.561† 0.751† 0.495 0.368†

Aspect

Overall Quality 0.408 0.707 0.539† 0.748† 0.495 0.280
Coverage 0.412 0.702 0.539† 0.737† 0.473 0.317
Diversity 0.455 0.725 0.533† 0.737† 0.511 0.362†

Importance Order 0.371 0.680 0.478† 0.710† 0.422 0.269
Mean 0.412 0.704 0.522 0.733 0.475 0.307

Random Ranker 0.376 0.684 0.289 0.550 0.422 0.259

Lo
ng

Q
ue

ry
(5

–9
) Offline Rating 0.458 0.740 0.556† 0.745† 0.549 0.300

Aspect

Overall Quality 0.469 0.748 0.595† 0.777† 0.490 0.325
Coverage 0.498 0.758 0.611† 0.762† 0.554 0.348
Diversity 0.452 0.741 0.508† 0.712† 0.512 0.270
Importance Order 0.472 0.743 0.492† 0.710† 0.503 0.293
Mean 0.473 0.748 0.552 0.740 0.515 0.309

Random Ranker 0.441 0.739 0.333 0.578 0.516 0.302
† Significantly different from the Random Ranker baseline (Tukey HSD test, p<0.05).

metrics for all offline labels for the query-clarification pairs with high Impression Level and
with medium and high Impression Levels. Table 6.4 indicates that when query-clarification
pairs with low Impression Level were removed from the dataset (i.e., eliminating uncertainty
from online evaluation), the clarification panes with the highest Overall Quality are likely
to be the MECPs (obtaining high values of P@1 and MRR). However, no significant
differences over a Random Ranker were observed for NDCG@3, showing that the offline
labels are unable to produce clarification ranked lists better than a Random Ranker.
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Table 6.4: Impact of the Impression Level on relationships between the ranked
lists of clarifications created by the Engagement Level and created by offline

labels.

Metric
Engagement Level vs. NDCG NDCG P@1 MRR RBP RBO@1 @3

H
ig

h

Offline Rating 0.617 0.837 0.614† 0.781† 0.701 0.417

Aspect

Overall Quality 0.667 0.860 0.729†§ 0.848†§ 0.793 0.475
Coverage 0.657 0.849 0.657† 0.785† 0.765 0.461
Diversity 0.649 0.842 0.649† 0.782† 0.740 0.449
Importance Order 0.577 0.818 0.614† 0.764† 0.714 0.305
Mean 0.638 0.842 0.661 0.795 0.753 0.423

Random Ranker 0.626 0.841 0.429 0.644 0.751 0.360

M
ed

iu
m

–H
ig

h

Offline Rating 0.524 0.765 0.623† 0.789† 0.588 0.427

Aspect

Overall Quality 0.533 0.776 0.665†§ 0.816†§ 0.606 0.405
Coverage 0.535 0.772 0.618† 0.775† 0.613 0.404
Diversity 0.528 0.772 0.613† 0.773† 0.597 0.409
Importance Order 0.446 0.734 0.519† 0.731† 0.499 0.303
Mean 0.511 0.764 0.604 0.774 0.579 0.380

Random Ranker 0.473 0.744 0.401 0.634 0.553 0.357
† Significantly different from the Random Ranker baseline.
§ Significantly different from the same metric calculated on all query-clarification pairs in

Table 6.1.

By examining Tables 6.1, 6.3, and 6.4, it becomes evident that the Importance Order had
the poorest performance compared to other offline labels. This implies that the engagement
of users with the clarification pane is not significantly influenced by the order of candidate
answers. Moreover, comparing Tables 6.1 and 6.4 shows much higher values for P@1
and MRR when we removed the query-clarification pairs with low Impression Level from
the dataset. We performed a Tukey HSD test on the calculated P@1 and MRR values for
Overall Quality between high Impression Level query-clarification pairs (top section in
Tables 6.4) and all query-clarification pairs (Table 6.1) and between medium and high
Impression Level query-clarification pairs (bottom section in Tables 6.4) and all query-
clarification pairs (Table 6.1). The results indicate a significant difference between the two.
This suggests that offline evaluation aligns more closely with online evaluation when the
uncertainty in online evaluation is minimal, and the observed differences are unlikely to be
random occurrences due to the sample size.

Additionally, we conducted GPT prompts using query-clarification pairs that only had
a high Impression Level. We then compared the model’s performance in predicting the
Engagement Level with the results obtained when using all query-clarification pairs. We only
measured P@1, MRR, NDCG@1 and NDCG@3 here as the metrics of RBP and RBO did
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Table 6.5: Impact of the Impression Level on the performance of three GPT-3.5
configurations across varying temperature settings.)

Metric
Impression Engagement NDCG NDCG P@1 MRRLevel Level (EL) vs. @1 @3

High
GPT-3.5 (temp = 0.0) 0.658† 0.860† 0.786† 0.890†

GPT-3.5 (temp = 0.5) 0.648† 0.844† 0.657 0.821
GPT-3.5 (temp = 1.0) 0.614† 0.828† 0.529 0.749

Low–Med.–High
GPT-3.5 (temp = 0.0) 0.460 0.734 0.663 0.830
GPT-3.5 (temp = 0.5) 0.439 0.718 0.588 0.778
GPT-3.5 (temp = 1.0) 0.468 0.732 0.539 0.751

† Significantly different from GPT-3.5 with the same temp when using all query-
clarifictaion pairs.

not show the required capabilities for such comparisons. The results indicated a significant
improvement in GPT performance, particularly when using temp = 0.0, compared to when
using all query-clarification pairs. According to the findings presented in Table 6.5, when
there is reduced uncertainty in the online evaluation and a stronger correlation between
offline and online assessments, the performance of GPT-3.5 in predicting online user
engagement improves when the GPT prompt includes offline labels.

6.3.4 The Most vs. the Least Engaging Panes
To enhance our understanding of how the offline labels correspond with the online label
in MECPs, we compared the most engaging clarification panes with the least engaging
clarification panes (LECPs) for queries that their clarification panes had high Impression
Level. High Impression Level query-clarification pairs were chosen to ensure that the
uncertainty in the low Engagement Level obtained by the LECPs is minimal. We observed
that the Overall Quality of MECPs was higher than of the LECPs for more than 51% of the
MECPs, and it agrees with our observations in Table 6.4 (see Figure 6.3). Although the
percentage of the MECPs with higher Coverage, Diversity and the number of candidate
answers were also higher than the LECPs, the observed higher percentages were not
significantly different according to Student’s t-test. This indicates the Overall Quality of a
clarification pane contributes to making it engaging from a user’s perspective.

We showed in Chapter 5 that the Overall Quality label has positive correlations with
Coverage, Diversity and the number of candidate answers in a clarification pane. This
implies that a clarification pane that solely focuses on having high Coverage, Diversity or a
higher number of options does not guarantee user engagement. The findings indicate that
an engaging clarification pane typically possesses a high overall quality, which means it
needs to excel from multiple perspectives.
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Figure 6.3: Variations of Overall Quality (OQ), Coverage (Cov), Diversity (Div)
and the number of candidate answers (# Ans) in the MECPs when compared to
the LECPs. (§: means the percentage of the MECPs that have higher Overall
Quality than the LECPs is significantly different, Student’s t-test, p<0.05).

6.3.5 Manual Clarification Pane Inspection
To explore the scenarios where a clarification pane with low quality might engage users
more than a high-quality pane, we conducted a manual inspection of two queries. For these
queries, the online and offline labels did not align well with their MECPs and LECPs.

In the case of the first query, “yucca”, the term can potentially refer to either a shrub or
Yucca Mountain in Nevada, USA. The MECP is associated with the mountain, whereas the
LECP is related to the plant. Upon analysing the clarification options for the MECP, we
observed that they predominantly focused on a single intent and exhibited limited diversity.
Specifically, terms such as “mountain”, “valley”, and “canyon” represented similar aspects
of Yucca Mountain. Conversely, the clarification options for the LECP encompassed aspects
of the yucca plant, indicating a greater diversity in the coverage of relevant information
(see Tables 6.6).

In the data collection process, the workers were initially presented with the query and
eight associated retrieved documents before annotating a label. Each retrieved document
included a title and snippet. The workers were instructed to review these documents to
understand various aspects related to the query before proceeding with the labelling task.
In the case of the “yucca” query, we noticed that all the retrieved documents shown to the
workers focused on the shrub, with no documents about the mountain. It is speculated
that the workers inferred the query’s intent based on the content they reviewed in these
documents and performed the labelling task with that intent in mind. However, the users
recorded in the online data got more engaged with a different clarification pane, which
covered the query’s intent not reflected in the retrieved documents (see Table 6.7). This
suggests that as long as a clarification pane addresses an aspect of the query that is absent
in the retrieved documents, users are likely to engage with it, irrespective of its quality.
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Table 6.6: Examples queries and their most and least engaging clarification
panes.

Query Pane Clarification Options
Option 1 Option 2 Option 3 Option 4 Option 5

yucca MECP yucca valley yucca mountain yucca desert yucca lake yucca canyon
LECP yucca benefits yucca nutrition facts yucca powder yucca for sale null

why is my MECP hp why is my printer offline dell null null null
printer offline LECP in windows 10 windows 8 windows 7 windows xp null

Table 6.7: Examples queries with online and offline labels.

Query Pane Engagement Level Overall Quality Coverage Diversity

yucca MECP 3 4 4 3
LECP 1 5 3 4

why is my MECP 8 3 2 2
printer offline LECP 0 5 2 3

For the second query, “why is my printer offline”, the MECP asked for the printer brand,
while the LECP requested clarity from a software point of view. The coverage and diversity
labels for both clarification panes were shallow and correctly rated by the human annotators.
However, the annotators believed that the LECP had higher quality than the MECP as it
perhaps provided more options than the MECP, with only two options. Upon reviewing the
retrieved documents, it becomes evident again that all of them are focused on printer issues
occurring on various versions of Windows. None of the documents provide information
specifically related to the brand of the printer.

Examining these two examples underscores the significance of soliciting clarification
questions from users when the quality of retrieved documents is subpar. Moreover, it reveals
that the accuracy of offline labelling is greatly influenced by the information provided to
the workers before the labelling process in some instances.

6.4 Discussion
As highlighted in Section 6.1 of our discussion, the successful deployment of a clarifica-
tion model necessitates thorough examination through both online and offline evaluation
methods. Our research revealed a significant knowledge gap concerning the relationship
between online and offline evaluations in the context of search clarification. This gap is
considered one of the primary reasons for the low success rates of clarification models in
effectively engaging users in real-world scenarios. Existing models were typically evaluated
using either online or offline evaluations individually, neglecting the crucial understanding
of how these two evaluation approaches correlate. To address this gap, we conducted a
comprehensive investigation, as discussed in Subsection 2.4, to examine the relationship
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between online and offline evaluations in the field of Information Retrieval. Our findings
demonstrated substantial disparities between offline and online evaluations. The extent
to which these disparities exist in search clarification remained unknown, motivating our
development of the MIMICS-Duo dataset and conducting a detailed exploration in this
chapter. Without a clear understanding of how online and offline evaluations align in
the context of search clarification, the likelihood of proposing a clarification model that
proactively engages users remains limited.

The results of this study diverge from the previous study conducted on search clarifica-
tion [125]. Zamani et al. [125] examined the MIMICS dataset and investigated correlations
between online and offline evaluations using a single offline label. They concluded that no
correlation was observed between the two evaluation methods. In contrast, the current study
analysed the MIMICS-Duo dataset focusing on identifying the MECP for a given query
among multiple generated clarification panes, the ultimate goal of every clarification model.
This approach allowed for the utilisation of various offline labels and reduced uncertainty
in the dataset. As a result, this analysis revealed a relationship between online and offline
evaluations in the context of search clarification. This is important as only one clarification
pane is shown to a user at a time. Hence, we observed that the offline labels can assist us
with identifying the most engaging clarification pane among multiple generated panes for a
given query. Nevertheless, it is important to consider the following factors in any offline
evaluations in search clarification.

We demonstrated that assessing the retrieval quality using online and offline evaluations
frequently leads to divergent outcomes [27, 33, 38, 94]. We did observe a distinct connection
between online and offline assessments, especially when the online data is relatively certain.
However, our research supports previous studies by revealing a discrepancy between online
and offline evaluations when it comes to ranking clarification panes for a given query.

We manually examined various panes to understand why users might show more
engagement with lower-quality clarification panes. We observed that while the human
annotation was carried out accurately based on the available information, it does not always
guarantee that the annotators can accurately capture the user’s intent. This finding helps to
explain the contradictions observed between online and offline evaluations.

In attempting to explain these discrepancies, we consider two explanations proposed
by Teevan et al. [105] and Liu et al. [70]. Teevan et al. [105] suggested that different users
who issue the same textual query may have distinct information needs or intentions, leading
to varying evaluations. This implies that users’ subjective preferences and expectations
play a significant role in assessing the quality of clarification panes. Liu et al. [70], on the
other hand, proposed that there may be notable disparities between assessors’ judgements
and users’ assessments due to differences between satisfaction prediction and document
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relevancy prediction. Satisfaction, to some extent, is subjective, as different users may have
varying opinions on what constitutes a satisfying experience.

Apart from the reasons mentioned here, it is essential to acknowledge that the in-
formation provided to annotators can impact the correlation between online and offline
evaluations. When determining the MECPs, it is essential to assess the quality of the SERP
and the clarification pane simultaneously and in relation to each other. Evaluating either
component independently may lead to misleading conclusions in certain scenarios.

This study demonstrates the value of using collected offline labels for predicting online
user behaviour and identifying the MECP within generated options for a query, particularly
when employing Language Models for task formulation. Despite having identical input
features, we observed different performances between the GPT and LTR models. The
observations can be attributed to several factors:

• Model Architecture: GPT and LTR models have different architectures and underlying
principles. GPT is a transformer-based language model that excels at capturing
semantic and contextual information in text. On the other hand, LTR models, such
as AdaRank or RankBoost, are specifically designed for learning to rank tasks and
may have different assumptions and optimisations.

• Learning Approaches: GPT utilises unsupervised learning through language mod-
elling objectives, which allows it to capture a wide range of language patterns and
context. In contrast, LTR models often rely on supervised learning techniques with
explicit relevance labels or features specific to ranking tasks.

• Representation Power: GPT, with its deep transformer architecture, can capture
intricate patterns and dependencies within the input text. It can learn from vast
amounts of data, which can provide it with a more comprehensive understanding of
the relationships between queries, documents, and relevance labels.

• Contextual Understanding: GPT models excel in contextual understanding, as they
consider the entire input sequence and can generate coherent and contextually appro-
priate responses. This contextual comprehension may enable GPT to better capture
the nuances and relevance of user engagement, leading to superior performance in
predicting MECPs.

6.5 Summary
How well online and offline evaluations correspond to each other in search clarification is
the knowledge gap that was addressed in this study by answering the research questions
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below:

• What are the best overall practices in designing offline evaluation methodologies for
search clarification that correspond with online evaluation?

Offline evaluations can complement online evaluations in identifying the most engaging
clarification pane for a given query. This suggests that offline evaluation methodologies
can be useful for assessing the effectiveness of search clarification models in terms of user
engagement (the main purpose of search clarification models). We have demonstrated that
clarification panes must excel in multiple aspects to be considered engaging from a user’s
perspective. Merely having high Coverage or Diversity does not guarantee engagement.
However, when it comes to ranking multiple clarification panes for a given query, offline
evaluations do not outperform a Random Ranker. This implies that current offline evaluation
methodologies may not be well-suited for evaluating the ranking performance of search
clarification models. We also showed that some offline labels, in particular, Overall Quality
and Coverage perform better than others in corresponding with the online label.

To identify the MECP from a user’s perspective for a given query, we automated the
ranking of clarification panes. We employed GPT and LTR models and utilised the offline
labels as the input features for the models. The LTR models did not demonstrate advantages
over individual offline labels. On the other hand, GPT surpassed both the LTR models
and offline labels by successfully placing the MECP in the top position for a given query,
showcasing its superior performance in this task.

• Does query length impact the relationship between online and offline evaluations in
search clarification?

The impact of query length on the relationship between online and offline evaluations
in search clarification is minimal. The evaluation metrics obtained from offline evaluations
remain in the same order regardless of query length. However, the highest-performing
offline label differs between short and long queries, indicating that different evaluation
criteria may be more relevant depending on query length.

• Does uncertainty in the online evaluation impact the relationship between online and
offline evaluation?

The reliability of online evaluation data influences the strength of the relationship
between online and offline evaluation. When online data is more reliable, a stronger
correspondence with offline evaluation is expected. This suggests that ensuring the quality
of online evaluation data is crucial for obtaining meaningful insights.

Furthermore, we employed six distinct evaluation metrics and found that the specific
choice of metrics can influence the relationship between online and offline evaluations
in search clarification. If the goal is to examine both online and offline evaluations in
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the context of identifying the most engaging clarification for a given query, we suggest
focusing on the Precision at Rank 1 (P@1) and Mean Reciprocal Rank (MRR) metrics
as top priorities. Metrics such as RBO and RBP that consider binary relevance are not
appropriate for comparing online and offline evaluations in search clarification.

Despite the valuable insights provided by this study, there are certain limitations that
should be acknowledged. The limitations include:

• While our research primarily examined five offline approaches, it was demonstrated
that offline evaluations may not always align fully with online evaluations in certain
instances. Enhancing the information given to annotators can improve the consistency
between online and offline assessments.

• The study primarily focused on five specific offline evaluation approaches. While
these approaches provided valuable insights, other potential methodologies or varia-
tions of existing approaches may exist that were not explored in this study.

• The study’s findings were based on specific datasets and evaluation metrics. The
generalisability of the results to other domains or search clarification scenarios may
require additional investigation.

• User engagement is a subjective aspect, and different users may have varying prefer-
ences. While the study considered multiple aspects of user engagement, individual
preferences and subjective interpretations of engagement may not be fully captured.

In our study, while acknowledging the potential influence of dataset size, the statisti-
cally significant differences we observed in our analysis provide a solid basis for drawing
trustworthy conclusions. We have employed rigorous statistical methods to ensure the
reliability of our findings, and the observed effects are unlikely to have occurred by chance
alone.

In the upcoming chapter, we examine how the clarification modality influences user pref-
erences. Additionally, we explore the effectiveness of text-to-image models in generating
relevant images for the clarification panes.
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Chapter 7

Understanding Modality Preferences in
Clarification Questions

In Chapter 6, we investigated computer-generated clarification questions in a search engine
and studied what makes a clarification engaging from a user’s perspective. As the final
stage in this research, we explore the use of a novel clarification question (CQ) form, namely
multi-modal clarification, that has been, to our knowledge, largely unstudied. Multi-modal
clarification entails using multiple media types, such as text and image, to refine and
enhance search results.

We create a multi-modal search clarification dataset called MIMICS-MM that contains a
collection of multi-choice clarification questions drawn from the MIMICS-Manual dataset
with associated images that are handpicked and collected by an expert annotator.1 Through
crowd-sourcing efforts, we analyse user preference regarding different clarification modes,
scrutinising the impact of image and text quality, clarity, and relevance on user preference.
Building upon these observations, our study further explores the automatic generation of
images, effectively comparing the quality and relevance of these model-generated images
with human-collected ones. Additionally, we investigate user preferences concerning
model-generated images versus human-generated images.

1MIMICS-MM is publicly available at https://github.com/Leila-Ta/MIMICS-MM
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7.1 Introduction
Effective communication between users and intelligent systems is crucial to finding a
user’s information needs. One common obstacle encountered by Information Retrieval
systems is the inherent ambiguity present in human language. Clarification questions can
play a pivotal role in search interactions, allowing users to refine their queries and obtain
more precise search results. Traditionally, clarification questions have been presented in
a textual format, allowing users to respond with further textual input. While clarification
has become an important component of many conversational and interactive information-
seeking systems [128], previous research has shown that even though clarification questions
receive positive engagement, users are not easily engaged with them [126, 124].

Recent advancements in technology have introduced new modalities, such as visual
prompts or multi-modal, which is a combination of text and visuals. As emphasised in
the most recent Alexa Prize TaskBot Challenge [1], there are instances in which multi-
modal interactions (e.g., text and image) impact the user experience in conversational
information-seeking systems [31].

Although the incorporation of visual elements allows users to provide more context and
improve query accuracy, the extent to which different modalities (such as text or image)
can enhance user interaction in search engines is still uncertain. Previous studies have
primarily focused on text-based clarification, neglecting the potential benefits of multi-
modal approaches. By exploring user preferences over various modalities, we can shed
light on which modalities are perceived as more effective and intuitive for optimising both
user experience and system performance. We study multi-modal clarification questions
from the user behaviour perspective and explore user preference on clarification question
modalities, specifically focusing on text-only, visual-only, and multi-modal approaches. By
systematically analysing user feedback, we can gain valuable insights into the advantages
and limitations of each modality and the influential parameters.

A clarification pane typically consists of a multi-choice clarification question and a
list of candidate answers [124]. A multi-modal clarification pane contains both visual and
textual content for each candidate answer (see Figure 7.1). We aim to understand if adding
a visual presentation to text-only clarification panes enhances the user experience.

We explore user preferences over three modalities for clarification panes: (i) textual,
(ii) visual, and (iii) multi-modal (i.e., a combination of the two). We randomly sample
100 query-clarification pairs from the MIMICS dataset [124]. Then, we create the visual
and multi-modal clarification panes for the sampled query-clarification pairs through a
controlled manual expert annotation process. Pairwise user preferences are collected for
different modalities following a post-task questionnaire to answer the following research
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question:

• Do users prefer multi-modal clarification panes over uni-modal (i.e., textual or
visual)?

In this study, we investigate the impact of the image quality, image/text clarity, and
relevance of the text and image, in addition to various image aspects, on user preference.
Finally, we explore whether generating corresponding images to the clarification panes
can be automated using text-to-image generation models. The quality and the relevance
of generated images, in addition to user preferences over human-collected and model-
generated images, are investigated through manual annotation. Our experiments reveal
that:

• In the majority of cases (70-80%), users prefer multi-modal clarification panes over
visual-only and text-only clarification panes. They also prefer visual-only clarification
over text-only clarification in 54% of cases.

• Crowd-source workers prefer multi-modal clarification panes as they are easier to under-
stand, which helps users make better and faster decisions.

• Image quality, clarity, and relevance, in addition to text clarity, have a direct impact on
self-reported user perceptions.

• Text-to-image generation models, such as Stable Diffusion [91], are capable of automating
image generation for creating multi-modal clarification panes.

Our contributions in this chapter include:

• Gaining a better understanding of user preferences when it comes to different clarifi-
cation modalities.

• Evaluating the influence of image and text properties on user preference. By investi-
gating how different factors related to images and text affect user choices, we gain
insights into the impact of these properties on search clarification.

• Exploring the capabilities of text-to-image generation models in the context of search
clarification. By studying the effectiveness of these models in generating relevant
images based on textual queries, we investigate their potential use in enhancing the
search clarification process.

Overall, our findings provide valuable insights into how to engage the user better with
clarifications in information-seeking systems. By understanding user preferences and
leveraging multi-modal approaches, we can create more effective systems that cater to the
needs of users in search clarification scenarios.
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7.2 Experimental Design
We now describe the methodology and structure of the data collection, including the
experiments.
Query and clarification panes sampling. We use the MIMICS-Manual dataset to select
textual CPs. We randomly select 100 queries and their corresponding multi-choice CPs
to create the MIMICS-MM dataset. The number of candidate answers in the CP varies
between two and five.
Clarification image collection. To assign an image to each candidate answer of CPs, an
expert annotator searches the online website for corresponding images to those candidate
answers using the Google images search engine.2 In total, 314 images are matched with
314 textual candidate answers. The annotator re-evaluates the quality of the images and, if
needed, replaces them with images of greater quality.
Experimental design. Online experiments are conducted on Amazon Mechanical Turk
(AMT) to gather user preference labels through Human Intelligence Tasks (HITs). We
designed three tasks to collect judgements from AMT workers on user preferences over
different modalities in search clarification. We run pairwise comparisons as follows:

• Task I: text-only (T) vs. visual-only (V)

• Task II: text-only (T) vs. multi-modal (MM)

• Task III: visual-only (V) vs. multi-modal (MM)

A query and two modalities are shown in Figure 7.1. At the end of this data collection
process, three different subsets are created.
Post-task questionnaire. After showing a query and two clarification question options,
workers are presented with a post-task questionnaire assessing their presentation style
preference and feedback (Figure 7.2). Thus, after inspecting the query, CQ, and candidate
answers, workers indicate which presentation they prefer (Q1). Workers are also asked
to justify their preference with four questions (Q2–5). The second question (Q2) contain
checkboxes with options about the text and images’ clarity, quality, and relevance. Workers
are asked three more questions to obtain the motivation behind their choice of which
modality is easier to understand (Q3), which helps them make better (Q4) and faster
decisions (Q5) on a 5-point slider (e.g., in Task 2, labels 1 and 2 means text-only modality is
preferred, label 0 means they have no preference, and labels 4, and 5 mean multi-modality
is preferred).

2We watermark the images for copyright compliance.
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Figure 7.1: An example of Task II (T vs. MM).

Quality assurance. We include two quality assurance checks. For example, each task
contains a gold question (i.e., a question with a known answer) with the aim of high validity
throughout the task. Workers who fail to answer the gold question are prohibited from
completing other tasks, and their answers are removed. We also manually check 10% of
submitted HITs per task as a final quality assurance check. Invalid submissions are removed,
and the workers are denied from completing subsequent tasks. We then open those HITs to
other workers.

AMT pilot tasks were carried out3 to analyse the flow, acquire users’ feedback, check
the quality of collected data, and estimate the required time to finish each task and a fair
pay rate.
Workers. Only workers based in Australia, Canada, Ireland, New Zealand, the United
Kingdom, and the United States, with a minimum HIT approval rate of 98% and a minimum
of 5,000 accepted HITs, are allowed to participate in the study, maximising the collected
data quality and the likelihood that workers are either native English speakers or have
a high level of English. Each HIT is assigned to at least three different AMT workers,
enabling us to use an agreement analysis measure on their modality preferences. In case
of disagreements, we administer the HIT again to more workers until we achieve a final
majority vote. Each worker is allowed to perform 25 tasks (a portion used for each launch).
Workers have a five-minute time limit to finish the task and are compensated with 0.74

3Pilot study was conducted in February 2022.
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Figure 7.2: Questionnaire template.

USD per HIT.
Image generation for multi-modal clarification. Following a crowd-sourcing approach,
we utilise two text-to-image generation models, namely Stable Diffusion [91] and Dall·E 2 [86].
These models are employed to produce images related to candidate answers, with the aim
of exploring their potential in generating multi-modal clarifications.

Stable Diffusion4 is a neural text-to-image model that uses a diffusion model variant
called the latent diffusion model. It is capable of generating photo-realistic images given
text input. Dall·E 2, created by OpenAI, generates synthetic images corresponding to an
input text. Our input to generate a corresponding image to a candidate answer of a CP is the
concatenation of the query and the candidate answer text. This input is used to generate all
corresponding images for all candidate answers (two images are generated by two employed
models per candidate answer).
Comparing human-collected versus computer-generated images. First, we evaluate and
compare the generated images’ visual aspects with manually collected images. We extract
the visual aspects of the images using OpenIMAJ [42], a tool for multimedia content analysis.

4The Diffusers library available at https://github.com/huggingface/diffusers is used for this
study.
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The nine visual aspects investigated are brightness, colourfulness, naturalness, contrast,
RGB contrast, sharpness, sharpness variation, saturation, and saturation variation [106].
We conduct a manual annotation to investigate the generated images’ relevance to the text,
compare the images’ quality, and assess the user preference over generated and collected
images. Three annotators, two men and a woman with proficient English and a higher
degree, complete the labelling. Each annotator labels 314 generated images. We collect all
annotations, aggregate them, and in case of any disagreements, majority voting is used for
the final label.

We show the concatenation of the query and the candidate answer in the text and the
corresponding generated image to the annotators (similar to Q1, Figure 7.2). We ask
annotators if the image is relevant to the text or not on a binary scale (i.e., label 1 means
relevant, and label 0 means irrelevant). This label is similar to the label collected for
the human-collected images during crowd-sourcing. Then, we show the collected image
for the same text from the crowd-sourcing part and ask the annotators to compare the
quality of generated and collected images regardless of the presented text on a 3-point
scale (i.e., the quality of the computer-generated image is higher (2), are the same (1), or
the human-collected image has a higher quality (0)). Finally, the annotators are asked to
indicate their preferred image between two images on a 3-point scale (i.e., annotators prefer
the computer-generated image (2), have no preference (1), or prefer the human-collected
image (0)).

7.3 Results
In this section, we investigate the impact of various clarification modality characteristics
and visual aspects of the images on user preference. Furthermore, we explore whether the
CPs’ visual modality can be automated.5

User preference and clarification modality. We first investigated user preferences over the
clarification modality in each pairwise comparison (i.e., text-only vs. visual-only, text-only
vs. multi-modal, and visual-only vs. multi-modal). To understand whether a preferred
modality in each pairwise comparison is significantly different from the other two options,
we performed the Tukey honestly significant difference (HSD) test [108]. This statistical
significance test helped us determine, for instance, if the number of users who preferred
multi-modal over text-only was significantly higher or not. Table 7.1 indicates the percentage
of user preference in each pairwise clarification modality comparison. In Task 1, where
the workers indicated their preferences between the text-only and visual-only clarifications,

5For the sake of reproducibility, our results and codes are publicly available.https://github.com/
Leila-Ta/MIMICS-MM
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Table 7.1: Pairwise preference for clarification modality (%)

Task Prefer Prefer Prefer No
Text Visual Multi-Modal preference

Text vs. Visual 39† 54† NA 7†

Text vs. Multi-Modal 17† NA 79† 4†

Visual vs. Multi-Modal NA 17 71† 12
† Significantly different from the other two preferences (Tukey HSD test, p<0.05).

we observed that 54% of the workers preferred visual-only over text-only CPs. In Tasks 2
and 3, where the workers indicated their preferences between uni-modal and multi-modal
CPs, the workers strongly preferred multi-modal CPs, no matter whether the uni-modal CP
is text-only or visual-only. The workers’ preferences were significantly different from other
options, indicating that in 70-80% of the cases, a multi-modal clarification was preferred.
Post-task questionnaire analysis. We asked the workers to explain if the text/image
clarity relevance, and image quality impacted their preferences. We calculated the Pearson
correlations between the workers’ preferences and the characteristics of the clarification
modalities in each Task. In Task 1, we observed a positive correlation (ρ=0.476) between
user preference (i.e., preferring visual-only clarifications over text-only ones) and image
quality. There was also a strong positive correlation (ρ=0.677) between user preference and
image clarity, and user preference had a strong negative correlation (ρ=-0.686) with text
clarity. The same correlation trends and orders were observed for the user preference (i.e.,
preferring multi-modal clarifications over text-only ones) with image quality (ρ=0.458),
image clarity (ρ=0.626) and text clarity (ρ=-0.627). However, in Task 3, the user preference
(i.e., preferring multi-modal clarifications over visual-only) had correlations only with
the text clarity (ρ=0.505) and image clarity (ρ=-0.301). A closer look at the collected
feedback from workers showed that the text and the image in more than 95% of CPs were
relevant. This explained low to zero correlations between user preference and the relevance
of the text and the image. We calculated the Tukey HSD test and observed the calculated
correlations were significantly different from each other.

In the pairwise comparison between multi-modal and visual-only CPs, although the
collected images for the CPs were the same, the workers preferred multi-modal CPs over
the visual-only ones when the images were not clear and the text helped them understand
the candidate answers to the CPs. The users preferred visual-only clarifications in more
than 54% of cases when the text clarity was low, and the image quality and clarity were
high, although the text and image were relevant in most cases.

We investigated the users’ motivation for their preferences in the post-task questionnaire.
We asked users whether the preferred modality was easier to understand and helped them
make better and faster decisions. Table 7.2 shows the user preferences in each pairwise
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Table 7.2: Motivations behind user preference (%).

Motivation
T vs. V T vs. MM V vs. MM

Prefer Prefer Prefer Prefer Prefer Prefer
Text Visual Text Multi-Modal Visual Multi-Modal

Easier to understand 25 31 7 61 6 67
Better decision 22 36 6 68 3 67
Faster decision 27 36 10 62 6 66
None of the above 8 12 4 9 9 5

modality. We see when users preferred visual-only CPs over text-only ones, 31% of users
believed that the visual-only CPs were easier to understand, and the visual-only modality
helped 36% of users make better and faster decisions. When comparing multi-modal CPs
with text-only and visual-only CPs, between 60 to 70% of users believed that multi-modal
CPs were easier to understand and helped them make better and faster decisions. Table 7.2
shows that there were small groups of users whose motivations behind their preferences
were not listed in our questions.
User preference and impact of visual aspects. In the next step, we investigated the impact
of visual aspects of the collected images on user preference over the clarification modality.
We calculated the point-biserial correlation6 [102] between the visual aspects of images
and user preferences, the image quality and the image clarity. The average value of each
aspect was calculated across all candidate answers for each CP. Therefore, one value was
obtained per visual aspect for every CP. There was a low correlation between the image’s
visual aspects and user preference, including the image quality and clarity that the workers
judged. To further explore the impact of visual aspects of images on user preference, we
developed a feature-level attribution explanation to rate the image’s visual characteristics
based on their user preference. We utilised the Gini importance of the random forest with
visual aspects as the input and target label user preference (i.e., 0 means Text preferred over
Multi-Modal and 1 means Multi-Modal preferred over Text). The Gini importance is a
metric that determines the relative significance of features in a random forest model. In this
case, the visual aspects of the data were considered when calculating the Gini importance.
By incorporating visual aspects into the Gini importance calculation, it is likely that the
model was able to capture and evaluate the relevance of visual features in the dataset. This
can be particularly useful in scenarios where visual information plays a significant role
or provides valuable insights for the given problem or task. We performed this analysis
for Task 2, and the results indicate that brightness, naturalness, RGB contrast, sharpness
variation, and saturation variation, among other studied aspects, accounted for more than

6The point-biserial correlation measures the relationship between a binary (i.e., user preference, image
quality, and clarity) and a continuous variable (i.e., image aspects).
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65% of the differences in user preferences. In particular, brightness and naturalness were
the two most important visual features.
Automatic image generation for clarification panes. Finally, we investigated if generating
the corresponding images to the candidate answers can be automated. First, we compared
the visual aspects (e.g., brightness, colourfulness, naturalness, ...) of the generated images
with the collected ones. We observed that the generated images had relatively the same
visual aspects as the collected ones. However, the Stable Diffusion model generated images
that had similar sharpness to the human-collected images.

Second, we compared computer-generated images with human-collected ones regarding
image relevance, quality, and user preference. Table 7.3 shows that 87% of Stable Diffusion
generated images were relevant to the text. Even though only 20.7% of the generated
images had a higher quality compared to human-collected ones, more than 57% of images
had higher or equal qualities compared to collected ones. Only 12.7% of the generated
images were preferred over the human-collected images. However, as can be seen from
Table 7.3, 39.8% of the users either preferred the generated images or had no preferences
over the generated and collected images (same preference). A slight improvement in the
model performance was observed when we removed the irrelevant generated images from
the collection (i.e., the percentage of generated images that had higher quality than the
collected images rose from 20.7% to 21.2%, and the percentage of generated images that
were preferred over collected images rose from 12.7% to 14.6%.). The annotators preferred
the collected images over ∼60% of computer-generated images. This observation was
expected as the collected images were gathered through online searching to select the most
suitable images, while a text-to-image model generated an image from only text. However,
the Stable Diffusion model could generate relevant and high-quality images. As, in ∼80%
of cases, users preferred a multi-modal CP over a text-only one; such a text-to-image model
can ease and fasten the task of generating multi-modal CPs.

Table 7.3: Comparison of human-collected and computer-generated search
clarification question images.

Collection Method Relevance Image Quality1 Image Preference2

Human-Collected 96% 42.7% 60.2%
Stable Diffusion model-Generated 87% 20.7% 12.7%
1 36.6% of users indicated the quality of the generated and collected images were the same.
2 27.1% of users indicated that they had no preferences over the generated and collected images.
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7.4 Discussion and Summary
In this thesis, we aimed to understand how user engagement with clarification questions in
information-seeking systems can be improved, as the literature review showed that users
are often reluctant to get engage with the clarifications. Apart from the characteristics
of engaging clarification questions, we understood that the presentation and modality of
the clarification question play an important role in enhancing user interaction with the
clarification question. Multi-modal clarification questions, which involve both text and
other forms of media (such as images or videos), offer several benefits over text-only
clarification in search engines. Here are some advantages:

• Enhanced understanding: Including multiple modalities helps users better under-
stand and articulate their information needs. Sometimes, it is challenging to describe
complex visual concepts or specific details accurately through text alone. By incor-
porating visual elements, users can provide more precise context and refine their
queries effectively.

• Richer context: Images, videos, or other media can provide valuable context that
complements textual information. For instance, when searching for a specific object
or location, a multi-modal clarification question can include an image to convey
visual details that may be difficult to describe adequately using words alone. This
additional context can lead to more accurate search results.

• Improved relevance: By incorporating multiple modalities, search engines can lever-
age the power of both textual and visual cues to deliver more relevant search results.
The inclusion of visual content in clarification questions enables search engines to
understand user intent better and provide more targeted responses.

• Expanded search scope: Text-only clarification questions may limit the scope of
search results to primarily textual content. However, multi-modal queries can extend
the search to include a broader range of media-rich resources, such as images, videos,
audio clips, or interactive content. This expands the possibilities for finding relevant
information and discovering diverse content types.

• Accessibility and inclusivity: Multi-modal clarification questions can be particularly
beneficial for individuals with visual impairments or those who may struggle with
expressing their information needs through text alone. By accommodating different
modes of communication, search engines can provide more accessible and inclusive
experiences for a wider range of users.
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• Efficient search experience: Incorporating multi-modal elements into clarification
questions can lead to more accurate search results from the initial query, reducing the
need for iterative refinement. Users can convey their intent more precisely, saving
time and effort in the search process.

In certain situations, clarification models that exclusively produce textual clarification
questions may lack clarity when dealing with queries that have multiple intentions. In such
instances, incorporating visual content alongside the text could prove beneficial for users
in fulfilling their informational requirements. Our study in this chapter showed that users
generally preferred multi-modal clarification panes over text-only and visual-only ones.
This suggests that incorporating both text and visual content enhances understanding and
decision-making processes for users. Users found it easier to understand the information
presented in multi-modal panes, which consequently helped them make better and faster
decisions. This indicates that combining textual and visual elements can improve the
effectiveness of clarification panes in assisting users. The study identified that image quality
and clarity directly influenced users’ preferences. When images were clear and of high
quality, users favoured multi-modal panes. Therefore, it is crucial to ensure that the visual
content provided in clarification panes is of good quality and easily comprehensible. We also
showed that in situations where the images were unclear and of low quality, users preferred
text-only clarification panes, even if the images were relevant. This suggests that when
visual content is inadequate, relying solely on text can be more effective in conveying the
necessary information. Finally, the research explored the task of automatically generating
multi-modal clarification panes. The results indicated that text-to-image generation models,
such as Stable Diffusion, are capable of producing relevant visual content of high quality.
This discovery indicates that automated generation techniques can be utilised to produce
multi-modal panes for search clarifications, which has the potential to reduce manual work
and enhance efficiency. Nonetheless, it is crucial to note that these methods have not yet
achieved the ability to completely replicate human annotation when it comes to gathering
relevant images for text-only clarification panes. Users still exhibit a strong preference for
images collected by humans rather than those generated by models.

In our research, we recognise the potential impact of the dataset size. However, the
statistically significant differences observed in our analysis form a reliable foundation for
drawing valid conclusions. We have utilised robust statistical techniques to ensure the
credibility of our findings, and it is unlikely that the observed effects are solely due to
random chance.
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Chapter 8

Conclusions and Future Work

In the vast digital landscape of search engines, the significance of clarification questions
cannot be overstated. Clarification questions often hold the key to unlocking precise and
relevant information, yet users often hesitate to engage with them. Understanding the
characteristics of engaging clarification questions becomes crucial in enhancing the perfor-
mance of information retrieval systems. With a deeper comprehension of the importance
of clarification questions, we can pave the way for more efficient and satisfying online
searches, empowering users to extract the knowledge they seek with ease.

In this thesis, we discussed the progress and challenges of information-seeking systems
in assisting users with finding answers to their questions and highlighted the need for
clarification questions to handle complex and ambiguous queries effectively.

We described a series of experiments conducted to analyse user behaviour when inter-
acting with clarification questions on various information-seeking platforms. We analysed
human-generated clarification questions, categorised them using a novel taxonomy, and
investigated their contribution to the original post and accepted answers.

We expanded our study to clarification questions in search engines, using the MIMICS
dataset and examined the task of selecting the most engaging clarification question from
multiple options for a given query and framed it as a learning-to-rank problem. Different
models were explored and evaluated using various metrics, including a comparison with a
large language model. Limitations of the MIMICS dataset were identified, which led to
the introduction of a new dataset called MIMICS-Duo, which facilitates multi-dimensional
evaluation of search clarification. Using this dataset, we further explored the task of
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identifying engaging clarification questions and investigating the relationship between
online and offline evaluations, which was relatively unexplored in the existing literature.

Finally, we discussed multi-modal clarifications in search engines. User preferences for
multi-modal clarifications were explored, and we demonstrated the use of text-to-image
generation systems for generating multi-modal clarification questions.

Overall, we analysed clarification questions in information-seeking systems from various
angles to understand what makes a clarification question engaging from a user’s perspective.

8.1 Thesis Contributions
We now provide a summary of the thesis contributions by chapter.
Chapter 1 – Introduction: We described the reasons behind our motivation for undertaking
this thesis and the scope of our research. Additionally, we provided an overview of the
challenges within the field of search clarification and highlighted our contributions to
addressing these challenges.
Chapter 2 – Background: In this thesis, we furnished the contextual groundwork by
examining various aspects related to search clarification. This involved investigating the
use of both human- and model-generated clarification questions in community question-
answering forums and search engines. We delved into the models used for selecting and
generating clarifications, exploring the advancements made in this area. Furthermore, we
explored the existing datasets available for clarification tasks, examining their respective
advantages and disadvantages. Lastly, we discussed the significance of online and offline
evaluations in the field of information retrieval, emphasising the limited understanding and
lack of established approaches for evaluating search clarification.
Chapter 3 – Useful Clarification Questions in Community Question Answering Forum:
We aimed to answer below research questions in this chapter:

• What clarification questions are more useful (in terms of helping the Asker to get a
correct answer)?

• What are the characteristics of useful clarification questions?

We introduced novel taxonomies to investigate the clarification questions and classify
Useful clarifications into different types based on user intents and their patterns. The
investigation of useful and non-useful clarifications also identified specific patterns that
were common in useful clarifications but less prevalent in non-useful ones. Such patterns can
be utilised by information-seeking systems to generate and ask clarification questions that
are more effective and contextually relevant, enhancing the user experience in information-
seeking systems.

118



8.1 Thesis Contributions

Chapter 4 – Asking Engaging Clarification Question in Search Engines: Task For-
mulation and Limitations: We focused on the task of ranking clarification questions and
identifying the most engaging ones for a given query in a search engine and addressed the
research questions below:

• Can the SERP feature help us identify the most engaging clarification question from
a user’s Perspective?

• Is there any relationship between online and offline evaluations in search clarification
using the MIMICS dataset (the only search clarification dataset)?

The task was formulated as a learning-to-rank problem, and several SERP and non-
SERP features were defined and used as input features for the models. We showed SERP
features cannot help identify the most engaging clarification question among multiple
clarifications generated for a given query. We also observed that the existing datasets
are limited in their ability to provide comprehensive insights into the characteristics of
engaging clarifications and user interactions with them. They also cannot facilitate the
study of online and offline evaluations in search clarification.
Chapter 5 – Introducing MIMICS-Duo: A Dataset for Online and Offline Evaluation
of Search Clarification: To overcome the limitations of available clarification datasets,
we introduced MIMICS-Duo dataset using the crowd-sourcing approach. This dataset
contains both online and offline evaluations for 1,034 query-clarification pairs. Fine-tune
crowd-sourcing protocols and experiments were designed and carried out, and high-quality
labels were collected. This dataset can be used for various search clarification research,
such as exploring the relationship between online and offline evaluations, characteristics of
engaging clarifications and clarification generation and selection models.
Chapter 6 – Overall Practices in Online and Offline Evaluations for Search Clarifi-
cation: We aimed to address the knowledge gap in evaluation methodologies in search
clarification. The research questions below were addressed in this chapter:

• What are the best overall practices in designing offline evaluation methodologies for
search clarification that correspond with online evaluation?

• Does query length impact the relationship between online and offline evaluations in
search clarification?

• Does uncertainty in the online evaluation impact the relationship between online and
offline evaluation

We showed that online and offline evaluations support each other in identifying the
most engaging clarification for a query. We observed that the offline labels can be utilised
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as input features for large language models to predict online user engagement. However,
when it comes to ranking multiple clarification questions for a given query, offline evalu-
ations and investigated, models fall short in corresponding with online evaluations. We
also investigated the impact of query length and uncertainty in online evaluation on the
relationship between online and offline evaluations and discussed the observations.
Chapter 7 – Understanding Modality Preferences in Clarification Questions: We
examined how different communication modalities impact user preference; in particular,
we aimed to understand if adding a visual presentation to text-only clarification panes
enhances the user experience. We found that users often favoured multi-modal clarification
prompts over text-only and visual-only ones. We introduced MIMICS-MM dataset, a multi-
modal search clarification dataset that was created through fine-tuned crowd-sourcing. This
dataset contains both text and images for every candidate answer in a clarification pane
for 100 search queries. We emphasised that multi-modal clarification panes were easier to
comprehend and facilitated better and quicker decision-making for users. The impact of
the quality and clarity of the image and the text on users’ preferences was also evaluated.
We conducted research on automatically generating multi-modal CPs and demonstrated
that text-to-image generation models like Stable Diffusion can generate visually relevant
modalities of high quality for search clarifications.

8.2 Discussion and Summary
This research has several significant contributions to the field of information retrieval. Here
is a short discussion of the overall implications of the main findings:

• Enhancing User Experience through Effective Clarification Questions: The intro-
duction of novel taxonomies and identification of patterns in useful clarifications
provides a valuable framework for information-seeking systems. This enables them
to generate more effective and contextually relevant clarification questions. This
has far-reaching implications for user experience, as it can significantly improve the
quality of search results and reduce user frustration.

• Limitations of SERP Features in Identifying Engaging Clarifications: The observa-
tion that SERP features are not effective in identifying the most engaging clarification
question highlights a gap in current search practices. This finding calls for a reeval-
uation of the reliance on SERP features for optimisation and suggests the need for
more complex approaches to determining the best clarification.

• Critical Role of Datasets in Understanding Clarification Characteristics: The develop-
ment of the MIMICS-Duo dataset is a pivotal contribution, addressing the limitations
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of existing datasets. This dataset not only enables a more comprehensive study
of clarification characteristics and user interactions but also opens up avenues for
research in areas like clarification generation and selection models.

• Online and Offline Evaluations as Complementary Tools: The demonstration that
online and offline evaluations complement each other in identifying engaging clar-
ifications is a significant insight. It emphasises the need for a holistic approach in
evaluating search clarification. The utilisation of offline labels as input features for
large language models further expands the potential applications in this domain.

• Preference for Multi-Modal Clarification Prompts: The preference for multi-modal
clarification prompts over text-only or visual-only prompts highlights the importance
of catering to diverse user preferences and cognitive styles. This finding has substan-
tial implications for the design of search interfaces, encouraging the integration of
multiple modalities for a more inclusive and effective user experience.

In light of these findings, here are some recommendations for commercial search
platforms:

• Incorporate Taxonomies for Clarification Questions: Implement the novel taxonomies
introduced in this thesis to enhance the generation of clarification questions. This
will lead to more accurate and contextually relevant results for users.

• Diversify Evaluation Metrics for Clarifications: Recognise the limitations of existing
datasets and consider adopting a multi-faceted evaluation approach that combines
online and offline metrics. This will provide a more comprehensive understanding
of user engagement with clarifications.

• Leverage Multi-Modal Clarification Prompts: Integrate multi-modal clarification
prompts into search interfaces to cater to diverse user preferences. This can lead to
improved comprehension and quicker decision-making for users.

• Explore Automatic Generation of Multi-Modal Clarification Panes: Invest in research
and development of models, such as Stable Diffusion, for automatically generating
high-quality multi-modal clarification panes. This can streamline the process of
providing users with visually relevant information.

These recommendations, based on the thesis findings, can significantly advance the
effectiveness and user-friendliness of commercial search platforms.
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8.3 Future Directions
Although this thesis makes valuable contributions in advancing our understanding of
search clarification and the characteristics of engaging clarification questions, there are
still intriguing research avenues to explore in order to develop more efficient and effective
clarification models for Information Retrieval systems.

Investigating the clarification questions in community question-answering forums
showed that generating context-aware clarification can be one further step in this field.
Investigating the incorporation of contextual information, such as user profiles, previous
interactions, and session history, to generate more context-aware clarification questions
can help personalise the clarification process and improve the relevance of the gener-
ated questions. The research in this field can be also extended to different domains and
information-seeking platforms to assess the generalisability of the findings in terms of the
type and patterns of useful clarification questions.

Within this dissertation, we addressed the issue of inadequate search clarification
datasets. Although the introduction of the MIMICs-Duo and MIMICS-MM datasets partially
filled this gap, it is important to note that they still possess limitations in terms of their size
and scope. Future work should involve the creation of a larger and more diverse dataset.
This dataset should cover various aspects of query-clarification pairs, including query intent,
topic, clarity, and difficulty. It should also incorporate online user feedback, such as dwell
time, clicked documents, mouse hovering, and feedback on usefulness and relevance. A
comprehensive dataset would enable more robust evaluations and facilitate the development
of effective search clarification models. Future work could involve collecting and analysing
more extensive datasets from diverse sources to ensure the generalisability of findings. This
could include incorporating data from different domains or platforms to capture a broader
range of user interactions and information needs. Based on the conclusions drawn from
this study, here are some potential directions for future work:

• Integrating machine learning techniques: Machine learning techniques can be lever-
aged to improve the accuracy and effectiveness of offline evaluation methodologies.
Exploring the use of advanced algorithms, such as large language or deep learn-
ing models, for offline evaluation could lead to more robust and reliable evaluation
results.

• Expand and refine the evaluation methodologies: The study in Chapter 6 focused
on five offline evaluation methodologies, but there is room for exploring additional
approaches. Future work could involve the development and testing of new evaluation
metrics or the adaptation of existing metrics from related fields. This would help
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in obtaining a more comprehensive understanding of search clarification models.
Investigating the impact of different types of information provided to annotators and
finding ways to improve the correspondence between online and offline evaluations
would be valuable.

• Investigate other factors: While the study addressed the impact of query length on the
relationship between online and offline evaluation, there are other factors worth ex-
ploring. Future research could investigate how query intent, topic, or clarity/difficulty
influence the relationship between online and offline evaluations. Understanding these
factors would provide deeper insights into the effectiveness of search clarification
models.

• Apply the Wizard of Oz approach: Conducting experiments using the Wizard of Oz
approach [41], where clarification questions are directly asked from users, can provide
valuable insights into what factors contribute to making a clarification engaging.
This approach involves simulating the functionality of search clarification models
through human operators. By studying user interactions and preferences in this
setup, researchers can gain a better understanding of the key elements that make
clarifications effective and engaging.

• Improve annotation guidelines: We also mentioned in Chapter 6 that providing more
information to annotators can enhance the correspondence between online and offline
evaluations. Future work should focus on developing improved annotation guidelines
that provide clearer instructions and examples to annotators. Well-defined guidelines
would help ensure consistent and reliable annotations, leading to more accurate
offline evaluations.

• Explore other user engagement metrics: We focused on evaluating the effectiveness
of search clarification models based on user engagement; future research could
explore additional metrics. For instance, sentiment analysis could be used to assess
user satisfaction or frustration levels. Integrating such metrics into the evaluation
framework would provide a more comprehensive understanding of the impact of
search clarification on user experience.

• Investigating modality selection: Conducting research to develop advanced multi-
modal language models that can accurately predict user preferences for different
clarification question response modalities. This could involve exploring various
factors such as user demographics, task complexity, and content characteristics to
determine the most effective modality in different scenarios.
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• Improving image generation for clarification modality: Enhancing text-to-image
generation models like Stable Diffusion to generate visually relevant modalities
with even higher quality. This could involve exploring novel techniques such as
conditional adversarial networks or attention mechanisms to produce more realistic
and contextually appropriate images.

• Incorporating user feedback: Collecting and leveraging user feedback on generated
multi-modal clarification questions to refine and optimise the quality and relevance
of the generated responses. Use this feedback to iteratively train machine learning
models to better align with user preferences and improve the overall user experience.

• Exploring alternative modalities: Considering additional modalities beyond text and
images, such as audio or interactive elements, to further enhance the effectiveness and
user experience of clarification question responses. This could involve studying the
impact of these modalities on user preference, comprehension, and decision-making.

• Conducting longitudinal studies: Performing longitudinal studies to observe how
user preferences for clarification question response modalities evolve over time. This
could provide insights into any shifts or changes in user behaviour and preferences,
allowing for the development of more adaptive and personalised search clarification
systems.

• Evaluating real-world deployment: Assessing the performance and user satisfaction
of multi-modal search clarification systems in real-world deployment scenarios. Con-
duct user studies and evaluations to understand the practical implications, challenges,
and benefits of integrating such systems into existing search or communication
platforms.

By focusing on these areas of future work, researchers can further advance the un-
derstanding and implementation of multi-modal search clarification systems, leading to
improved user experiences and more effective communication in various domains.
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TASK 1 – Offline Rating 

Page 1: This page provide an introduction about the survey, essential information about 
IRB approval and contact info, participant information and some information about the 
nnumber of questions and pages in this survey. 
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Page 2: This page provide the instruction of the survey and the steps which need to be done 
by the workers. There is also a CAPTCHA to detect  
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Page 3: To ensure workers pay attention to the different aspects of the query and the document 
summaries, we show them eight relevant summaries and one irrelevant summary in addition to 
the query. Workers are then asked to identify the irrelevant document summary, which is 
placed in a random rank position for each task. For this example, document #8 is irrelevant. 
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Page 4: In this page we show all gereated clarification panes for the shown query in the 
previous page and ask the workers to write down the number of clarification pane they see. 
This is an attention check question to ensure then workers does not answer the questions 
randomly. The correct answer for this question is 4. 
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Page 5: In this page we ask the workers to rate all shown clarification panes for the given 
query based on their preferences in star-rating format. 
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Final Page: This is the last page and we ask workers to take the randomly generated code 
shown here in their submission on Mechanical Turk. This the final stage of quality check. 
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TASK 2 – Quality Labelling 

Page 1: This page provide an introduction about the survey, essential information about 
IRB approval and contact info, participant information and some information about the 
nnumber of questions and pages in this survey. 
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Page 2: This page provide the instruction of the survey and the steps which need to be done 
by the workers. There is also a CAPTCHA to detect  
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Page 3: To ensure workers pay attention to the different aspects of the query and the document 
summaries, we show them eight relevant summaries and one irrelevant summary in addition to 
the query. Workers are then asked to identify the irrelevant document summary, which is 
placed in a random rank position for each task. For this example, document #4 is irrelevant. 
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Page 4: In this page we show the workers the query and a clarification pane (quesntion and 
candidate answers) and ask the workers to write down the number of candidate answer they 
see. This is an attention check question to ensure then workers does not answer the questions 
randomly. The correct answer for this question is 4. 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

151



Page 5: In this page we ask the workers to label the quality of each candidate answer 
individually. 
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Page 6: In this page we ask the workers to label the overall quality of the clarification pane 
(clarification question and candidate answers altogether). 
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Final Page: This is the last page and we ask workers to take the randomly generated code 
shown here in their submission on Mechanical Turk. This the final stage of quality check. 
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TASK 3 – Aspect Labelling 

Page 1: This page provide an introduction about the survey, essential information about 
IRB approval and contact info, participant information and some information about the 
nnumber of questions and pages in this survey. 
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Page 2: This page provide the instruction of the survey and the steps which need to be done 
by the workers. There is also a CAPTCHA to detect  
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Page 3: To ensure workers pay attention to the different aspects of the query and the document 
summaries, we show them eight relevant summaries and one irrelevant summary in addition to 
the query. Workers are then asked to identify the irrelevant document summary, which is 
placed in a random rank position for each task. For this example, document #6 is irrelevant. 
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Page 4: In this page, we show the workers the query and a clarification pane that is generated 
for the given query and inform the workers that they will answer a few questions about it in 
next few pages. 
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Page 5: In this page, we ask the workers to provide their opinions about “coverage” of the 
clarification pane. We give them the definition of the coverage and show them a clarification 
pane with high coverage and a clarification pane with low coverage as examples. 
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Page 6: In this page, we ask the workers to provide their opinions about “diversity” of the 
clarification pane. We give them the definition of the diversity and show them a clarification 
pane with high diversity and a clarification pane with low diversity as examples. 
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Page 7: In this page, we ask the workers an attention check question to ensure that the workers 
do not answer the questions randomly. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

161



Page 8: In this page, we ask the workers to provide their opinions about “understandability” 
of the clarification pane. We give them the definition of the understandability and show them 
an understandable clarification pane and a non-understandable clarification pane as examples. 
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Page 9: In this page, we ask the workers to provide their opinions about “importance order” 
of the candidate answers in a clarification pane. We give them the definition of the importance 
order and show them a clarification pane with correct order for candidate answers and a 
clarification pane with incorrect order for the candidate answer as examples. 
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Final Page: This is the last page and we ask workers to take the randomly generated code 
shown here in their submission on Mechanical Turk. This the final stage of quality check. 
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Journal Paper

Tavakoli, L., Zamani, H., Scholer, F., Croft, W. B., & Sanderson, M. (2022). Analyzing
clarification in asynchronous information-seeking conversations. Journal of the Association
for Information Science and Technology, 73(3), pp. 449-471.

Conference Paper

Tavakoli, L., Trippas, J. R., Zamani, H., Scholer, F., & Sanderson, M. (2022, July).
MIMICS-Duo: Offline & Online Evaluation of Search Clarification. In Proceedings of the
45th International ACM SIGIR Conference on Research and Development in Information
Retrieval, pp. 3198-3208.
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topic.
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Cambazoglu, B. B., Tavakoli, L., Scholer, F., Sanderson, M., Croft, B. (2021, March).
An intent taxonomy for questions asked in web search. In Proceedings of the 2021 Confer-
ence on Human Information Interaction and Retrieval, pp. 85-94.

Cambazoglu, B. B., Baranova, V., Scholer, F., Sanderson, M., Tavakoli, L., Croft, B.
(2021, March). Quantifying Human-Perceived Answer Utility in Non-factoid Question
Answering. In Proceedings of the 2021 Conference on Human Information Interaction and
Retrieval, pp. 75-84.
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on a project are aware of the terms of approval and to ensure that the project is conducted as 
approved by CHEAN. Approval is valid only whilst the chief investigator holds a position at RMIT 
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Approval must be sought from CHEAN to amend any aspect of a project. To apply for an 
amendment, use the request for amendment form, which is available on the HREC website and 
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3. Adverse events 
You should notify the CHEAN immediately (within 24 hours) of any serious or unanticipated adverse 
effects of their research on participants, and unforeseen events that might affect the ethical 
acceptability of the project.  

4. Annual reports 
Continued approval of this project is dependent on the submission of an annual report. Annual 
reports must be submitted by the anniversary of approval of the project for each full year of the 
project. If the project is of less than 12 months duration, then a final report only is required. 

5. Final report  
A final report must be provided within six months of the end of the project. CHEAN must be 
notified if the project is discontinued before the expected date of completion.  

6. Monitoring 
Projects may be subject to an audit or any other form of monitoring by the CHEAN at any time. 

7. Retention and storage of data  
The investigator is responsible for the storage and retention of original data according to the 
requirements of the Australian Code for the Responsible Conduct of Research (R22) and relevant 
RMIT policies. 

8. Special conditions of approval 
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